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Preface

The seventh Global WordNet Conference includes presentations about new wordnets in languages
like Amharic, Kurdish and Northern Sotho. The map shows the countries where wordnets are built in
the local languages; if one colored in all the regions where these languages are spoken, most of the
world would be covered!

Beyond the emergence of new lexical resources, the global wordnet endeavor has generated and
facilitated research in linguistics, computational linguistics, psycholinguistics, ontology, lexicology,
mathematics and a wide range of practical applications. The presentations in this volume reflect the
manifold activities of our thriving global wordnet community.

We are grateful to the colleagues who reviewed submissions and provided constructive criticism as
well as to the local organizers who performed uncountable large and small tasks. And we thank all of
you present here for making this an exciting meeting.

Tartu, January 2014

Christiane Fellbaum, Piek Vossen, Heili Orav




Invited speaker: Alessandro Lenci

Will Distributional Semantics Ever Become Semantic?

Computational Linguistics Laboratory
Dept. of Philology, Literature, and Linguistics
University of Pisa (Italy)

alessandro.lenci@ling.unipi.it

Abstract

Distributional Semantics (DS) is a rich family of computational models that build semantic
representations of lexical items from their statistical distribution in linguistic contexts. DS is
currently experiencing an unprecedented fortune with a growing attention not only in computational
linguistics, but also in cognitive science and theoretical linguistics. This is proved by the wide range
of DS models that have appeared (e.g., vector spaces, Bayesian models, neural networks, etc.), but
even more by the increased number of semantic tasks that these models have been applied to.

DS was born to address a specific issue, that is measuring the semantic similarity of lexical
items to be used for thesaurus construction or synonym identification. The Distributional
Hypothesis, the main theoretical foundation of DS, is in fact a statement about lexical semantic
similarity, which is defined in terms of similarity of linguistic contexts. However, human semantic
competence well exceeds the ability to judge lexical similarity. Polysemy, compositionality,
inference, semantic creativity are only some of the main phenomena that must be part of the agenda
of any full-fledged semantic theory. DS aims at becoming a general model for semantic
representation and processing, and therefore it must be evaluated with respect to its ability to
explain semantic facts like these. What is the current ability of DS to address these issues? To what
extent semantic properties can be modeled in terms of distributional semantic similarity, or
alternatively, can DS go beyond the mere notion of semantic similarity? What lies beyond its
possibilities? Recently, DS has begun to address issues such as compositionality, polysemy, and
semantic relations, but lots of questions remain open. The purpose of this talk is to explore the
current boundaries of DS and the chances to enlarge them, in particular by finding new synergies
with other types of semantic models.

Vi
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Towards Building KurdNet, the Kurdish WordNet

Purya Aliabadi
SRBIAU
Sanandaj, Iran
purya.it@gmail.com

Shahin Salavati
University of Kurdistan
Sanandaj, Iran
shahin.salavati@ieee.org

Abstract

In this paper we highlight the main chal-
lenges in building a lexical database for
Kurdish, a resource-scarce and diverse
language. We also report on our effort in
building the first prototype of KurdNet —
the Kurdish WordNet— along with a pre-
liminary evaluation of its impact on Kur-
dish information retrieval.

1 Introduction

WordNet (Fellbaum, 1998) has been used in nu-
merous natural language processing tasks such as
word sense disambiguation and information ex-
traction with considerable success. Motivated by
this success, many projects have been undertaken
to build similar lexical databases for other lan-
guages. Among the large-scale projects are Eu-
roWordNet (Vossen, 1998) and BalkaNet (Tufis et
al., 2004) for European languages and IndoWord-
Net (Bhattacharyya, 2010) for Indian languages.

Kurdish belongs to the Indo-European family
of languages and is spoken in Kurdistan, a large
geographical region spanning the intersections of
Iran, Iraq, Turkey, and Syria. Kurdish is a less-
resourced language for which, among other re-
sources, no wordnet has been built yet.

We have recently launched the Kurdish lan-
guage processing project (KLPP'), aiming at pro-
viding basic tools and techniques for Kurdish text
processing. This paper reports on KLPP’s first
outcomes on building KurdNet, the Kurdish Word-
Net.

At a high level, our approach is semi-automatic
and centered around building a Kurdish alignment

'nttp://eng.uok.ac.ir/esmaili/
research/klpp/en/main.htm

Mohammad Sina Ahmadi
University of Kurdistan
Sanandaj, Iran
reboir.ahmadi@gmail.com

Kyumars Sheykh Esmaili
Nanyang Technological University
Singapore
kyumarss@ntu.edu.sg

for Base Concepts (Vossen et al., 1998), which is a
core subset of major meanings in WordNet. More
specifically, we use a bilingual dictionary and sim-
ple set theory operations to translate and align
synsets and use a corpus to extract usage exam-
ples. The effectiveness of our prototype database
is evaluated via measuring its impact on a Kurdish
information retrieval task. Throughout, we have
made the following contributions:

1. highlight the main challenges in building
a wordnet for the Kurdish language (Sec-
tion 2),

2. identify a list of available resources that can
facilitate the process of constructing such a
lexical database for Kurdish (Section 3),

3. build the first prototype of KurdNet, the Kur-
dish WordNet (Section 4), and

4. conduct a preliminary set of experiments to
evaluate the impact of KurdNet on Kurdish
information retrieval (Section 5).

Moreover, a manual effort to translate the glosses
and refine the automatically-generated outputs is
currently underway.

The latest snapshot of KurdNet’s prototype is
freely accessible and can be obtained from (KLPP,
2013). We hope that making this database pub-
licly available, will bolster research on Kurdish
text processing in general, and on KurdNet in par-
ticular.

2 Challenges

In the following, we highlight the main challenges
in Kurdish text processing, with a greater focus on


http://eng.uok.ac.ir/esmaili/research /klpp/en/main.htm
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Figure 1: The Two Standard Kurdish Alphabets (Esmaili and Salavati, 2013)

the aspects that are relevant to building a Kurdish
wordnet.

2.1 Diversity

Diversity —in both dialects and writing systems—
is the primary challenge in Kurdish language
processing (Gautier, 1998; Gautier, 1996; Es-
maili, 2012). In fact, Kurdish is considered a bi-
standard* language (Gautier, 1998; Hassanpour et
al., 2012): the Sorani dialect written in an Arabic-
based alphabet and the Kurmanji dialect written
in a Latin-based alphabet. Figure 1 shows both of
the standard Kurdish alphabets and the mappings
between them.

The linguistics features distinguishing these
two dialects are phonological, lexical, and mor-
phological. The important morphological differ-
ences that concern the construction of KurdNet
are (MacKenzie, 1961; Haig and Matras, 2002):
(1) in contrast to Sorani, Kurmanji has retained
both gender (feminine v. masculine) and case op-
position (absolute v. oblique) for nouns and pro-
nouns, and (ii) while is Kurmanji passive voice is
constructed using the helper verb “hatin”, in So-
rani it is created via verb morphology.

In summary, as the examples in (Gautier, 1998)
show, the “same” word, when going from Sorani
to Kurmanji, may at the same time go through sev-
eral levels of change: writing systems, phonology,
morphology, and sometimes semantics.

2.2 Complex Morphology

Kurdish has a complex morphology (Samvelian,
2007; Walther, 2011) and one of the main driv-
ing factors behind this complexity is the wide use
of inflectional and derivational suffixes (Esmaili et

2Within KLPP, our focus has been on Sorani and Kur-
manji which are the two most widely-spoken and closely-
related dialects (Haig and Matras, 2002; Walther and Sagot,
2010).

al., 2013a). Moreover, as demonstrated by the ex-
ample in Table 1, in the Sorani’s writing system
definiteness markers, possessive pronouns, encl-
itics, and many of the widely-used postpositions
are used as suffixes (Salavati et al., 2013).

One important implication of this morpho-
logical complexity is that any corpus-based
assistance or analysis (e.g., frequencies, co-
occurrences, sample passages) would require a
lemmatizer/morphological analyzer.

2.3 Resource-Scarceness

Although there exist a few resources which can
be leveraged in building a wordnet for Kurdish —
these are listed in Section 3— but some of the most
crucial resources are yet to be built for this lan-
guage. One of such resources is a collection of
comprehensive monolingual and bilingual dictio-
naries. The main problem with the existing elec-
tronic dictionaries is that they are relatively small
and have no notion of sense, gender, or part-of-
speech labels.

Another necessary resource that is yet to be
built, is a mapping system (i.e., a translitera-
tion/translation engine) between the Sorani and
Kurmanji dialects.

3 Available Resources

In this section we give a brief description of the
linguistics resources that our team has built as well
as other useful resources that are available on the
Web.

3.1 KLPP Resources

The main Kurdish text processing resources that
we have previously built are as follows:

— the Pewan corpus (Esmaili and Salavati,
2013): for both Sorani and Kurmanji dialects. Its
basic statistics are shown in Table 2.
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daa + taan + ish + akaan + ktew = ktewakaanishtaandaa
postpos. + poss.pron. + conj. + pl. def. mark. + lemma = word

Table 1: An Exemplary Demonstration of Kurdish’s Morphological Complexity (Salavati et al., 2013)

|| Sorani | Kurmanji
Articles No. 115,340 25,572
Words No. (dist.) 501,054 127,272
Words No. (all) 18,110,723 | 4,120,027

Table 2: The Pewan Corpus’ Basic Statistics (Es-
maili and Salavati, 2013)

— the Pewan test collection (Esmaili et al., 2013a;
Esmaili et al., 2013b): built upon the Pewan cor-
pus, this collection has a set of 22 queries (in So-
rani and Kurmanji) and their corresponding rele-
vance judgments.

— the Payv lemmatizer: it is the result of a ma-
jor revision of Jedar (Salavati et al., 2013), our
Kurdish stemmer whose outputs are stems and not
lemmas. In order to return lemmas, Payv not only
maintains a list of exceptions (e.g., named enti-
ties), but also takes into consideration Kurdish’s
inflectional rules.

3.2 Web Resources

To the best of our knowledge, here are the other
existing readily-usable resources that can be ob-
tain from the Web:

— Dictio’: an English-to-Sorani dictionary with
more than 13,000 headwords. It employs a collab-
orative mechanism for enrichment.

— Ferheng*: a collection of dictionaries for the
Kurmanji dialect with sizes ranging from medium
(around 25,000 entries, for German and Turkish)
to small (around 4,500, for English).

— Wikipedia: it currently has more than 12,000
Sorani® and 20,000 Kurmanji® articles. One use-
ful application of these entries is to build a parallel
collection of named entities across both dialects.

4 KurdNet’s First Prototype

In the following, we first define the scope of our
first prototype, then after justifying our choice of
construction model, we describe KurdNet’s indi-
vidual elements.

3http: //dictio.kurditgroup.org/
4http: //ferheng.org/?Daxistin
Shttp://ckb.wikipedia.org/
*http://ku.wikipedia.org/

4.1 Scope

In the first prototype of KurdNet we focus only on
the Sorani dialect. This is mainly due to lack of an
available and reliable Kurmanji-to-English dictio-
nary. Moreover, processing Sorani is in general
more challenging than Kurmanji (Esmaili et al.,
2013a). The Kurmanji version will be built later
and will be closely aligned with its Sorani coun-
terpart. To that end, we have already started build-
ing a high-quality transliterator/translator engine
between the two dialects.

4.2 Methodology

There are two well-known models for building
wordnets for a language (Vossen, 1998):

e Expand: in this model, the synsets are built
in correspondence with the WordNet synsets
and the semantic relations are directly im-
ported. It has been used for Italian in Mul-
tiWordNet and for Spanish in EuroWordNet.

e Merge: in this model, the synsets and rela-
tions are first built independently and then
they are aligned with WordNet’s. It has been
the dominant model in building BalkaNet and
EuroWordNet.

The expand model seems less complex and
guarantees the highest degree of compatibility
across different wordnets. But it also has potential
drawbacks. The most serious risk is that of forcing
an excessive dependency on the lexical and con-
ceptual structure of one of the languages involved,
as pointed out in (Vossen, 1996).

In our project, we follow the Expand model,
since it can be partly automated and therefore
would be faster. More precisely, we aim at cre-
ating a Kurdish translation/alignment for the Base
Concepts (Vossen et al., 1998) which is a set of
5,000 essential concepts (i.e. synsets) that play
a major role in the wordnets. Base Concepts
(BC) is available on the Global WordNet Associa-
tion (GWA)’s Web page’. The Entity-Relationship
(ER) model for the data represented in Base Con-
cept is shown in Figure 2.

"nttp://globalwordnet.org/
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Literal

Figure 2: Base Concepts’ ER Model

4.3 Elements

Since KurdNet follows the Expand model, it inher-
its most of Base Concepts’ structural properties,
including: synsets and the lexical relations among
them, POS, Domain, BCS, and SUMO. KurdNet’s
language-specific aspects, on the other hand, have
been built using a semi-automatic approach. Be-
low, we elaborate on the details of construction the
remaining three elements.

Synset Alignments: for each synset in BC,
its counterpart in KurdNet is defined semi-
automatically. We first use Dictio to translate its
literals (words). Having compiled the translation
lists, we combine them in two different ways: (i) a
maximal alignment (abbr. max) which is a super-
set of all lists, and (ii) a minimal alignment (abbr.
min) which is a subset of non-empty lists. Fig-
ure 3 shows an illustration of these two combina-
tion variants. In future, we plan to apply more ad-
vanced techniques, similar to the graph algorithms
described in (Flati and Navigli, 2012).

Usage Examples: we have taken a corpus-assisted
approach to speed-up the process of providing us-
age examples for each aligned synset. To this end,
we: (i) extract all Pewan’s sentences (820,203),
(i1) lemmatize the corpus to extract all the lemmas
(278,873), and (iii) construct a lemma-to-sentence
inverted index. In the current version of KurdNet,
for each synset we build a pool of sentences by
fetching the first 5 sentences of each of its liter-
als from the inverted list. These pools will later
be assessed by lexicographers to filter out non-
relevant instances. In future, more sophisticated
approaches can be applied (e.g., exploiting con-
textual information).

Definitions: due to lack of proper translation
tools, this element must be aligned manually. The
manual enrichment and assessment process is cur-
rently underway. We have built a graphical user

Figure 3: An Illustration of a Synset in Base Con-
cepts and its Maximal and Minimal Alignment
Variants in KurdNet

Base KurdNet | KurdNet

Concepts | (max) (min)
Synset No. 4,689 3,801 2,145
Literal No. 11,171 17,990 6,248
Usage No. 2,645 89,950 31,240

Table 3: The Main Statistical Properties of Base
Concepts and its Alignment in KurdNet

interface to facilitate the lexicographers’ task.
Table 3 shows a summary of KurdNet’s statistical
properties along with those of Base Concepts.

5 Preliminary Experiments

The most reliable way to evaluate the quality of
a wordnet is to manually examine its content and
structure. This is clearly very costly. In this pa-
per we have adopted an indirect evaluation alter-
native in which we look at the effectiveness of us-
ing KurdNet for rewriting IR queries (i.e. query
expansion).

We measure the impact of query expansion us-
ing two separate configurations: (i) Terms, which
uses the raw version of the evaluation components
(queries, corpus, and KurdNet), and (ii) Lemmas,
which uses the lemmatized version of them. Fur-
thermore, as depicted in Figure 4, we have con-
sidered two alternatives for expanding each query
term: (i) add all of its Synonyms, and (ii) add
all of the synonyms of its direct Hypernym(s).
Hence —given the min and max variants of Kurd-
Net’s synsets— there can be at least 10 different ex-
perimental scenarios.

In our experiments we have used the Pewan
test collection (see Section 3.1), the MG4J IR en-
gine (MG4J, 2013), and the Mean Average Preci-
sion (MAP) evaluation metric.

The results are summarized in Table 4. The no-
table patterns are as follows:

e since lemmatization yields additional
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Figure 4: Expansion Alternatives for the Term Wy

matches between query terms and their
inflectional variants in the documents, it
improves the performance (row 2 v. row 3).
Expansion of the same lemmatized queries,
however, degrades the performance (7-10 v.
1,4-6). This degradation can be attributed to
the fact that the projection of KurdNet from
terms to lemmas introduces imprecise entry
merges.

e the min approach to align synsets outper-
forms its max counterpart overwhelmingly
(1,4,7,8 v. 5,6,9,10), confirming the intuition
that the max approach entails high-ambiguity,

e expanding query terms by their own syn-
onyms is less effective than by their hyper-
nyms’ synonyms. This phenomena might be
explained by the fact that currently for each
query term, we use all of its synonyms and
no sense disambiguation is applied.

Needless to say, a more detailed analysis of the
outputs can provide further insights about the
above results and claims.

6 Conclusions and Future Work

In this paper we briefly highlighted the main
challenges in building a lexical database for the
Kurdish language and presented the first prototype
of KurdNet —the Kurdish WordNet— along with a
preliminary evaluation of its impact on Kurdish
IR.

We would like to note once more that the Kurd-
Net project is a work in progress. Apart from
the manual enrichment and assessment of the de-
scribed prototype which is currently underway,
there are many avenues to continue this work.
First, we would like to extend our prototype to
include the Kurmanji dialect. This would require
not only using similar resources to those reported

# | Scenario || MAP

1 Terms & Hypernyms (min) 0.4265
2 Lemmas 0.4263
3 Terms 0.4075
4 Terms & Synonyms (min) 0.3978
5 Terms & Hypernyms (max) 0.3960
6 Terms & Synonyms (max) 0.3841
7 Lemmas & Hypernyms (min) 0.3840
8 Lemmas & Synonyms (min) 0.3587
9 Lemmas & Hypernyms (max) 0.2530
10 | Lemmas & Synonyms (max) 0.2215

Table 4: Different KurdNet-based Query Expan-
sion Scenarios and Their Impact on Kurdish IR

in this paper, but also building a mapping system
between the Sorani and Kurmanji dialects.

Another direction for future work is to prune the
current structure i.e. handling the lexical idiosyn-
crasies between Kurdish and English.
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Abstract

This paper presents a set of methodolo-
gies and algorithms to create WordNets
following the expand model. We explore
dictionary and BabelNet based strategies,
as well as methodologies based on the
use of parallel corpora. Evaluation results
for six languages are presented: Catalan,
Spanish, French, German, Italian and Por-
tuguese. Along with the methodologies
and evaluation we present an implemen-
tation of all the algorithms grouped in a
set of programs or toolkit. These programs
have been successfully used in the Know2
Project for the creation of Catalan and
Spanish WordNet 3.0. The toolkit is pub-
lished under the GNU-GPL license and
can be freely downloaded from http:
//1lpg.uoc.edu/wn-toolkit.

1 Introduction

WordNet (Fellbaum, 1998) is a lexical database
that has become a standard resource in Natural
Language Processing research and applications.
The English WordNet (PWN - Princeton Word-
Net) is being updated regularly, so that its num-
ber of synsets increases with every new version.
The current version of PWN is 3.1, but in our ex-
periments we are using the 3.0 version because is
the latest one available for download at the time of
performing the experiments.

WordNet versions in other languages are also
available. On the Global WordNet Association!
website, a comprehensive list of WordNets avail-
able for different languages can be found. The
Open Multilingual WordNet project (Bond and
Kyonghee, 2012) provides free access to Word-
Nets in several languages in a common format.
We have used the WordNets from this project for

Yww . globalwordnet.org

Catalan (Gonzalez-Agirre et al., 2012) , Spanish
(Gonzalez-Agirre et al., 2012) , French (WOLF)
(Sagot and Fiser, 2008) , Italian (Multiwordnet)
(Pianta et al., 2002) and Portuguese (OpenWN-
PT) (de Paiva and Rademaker, 2012) . For Ger-
man we have used the GermaNet 7.0 (Hamp and
Feldweg, 1997), freely available for research. In
Table 1, the sizes of all these WordNets are pre-
sented along with the size of the PWN.

Synsets | Words
English 118.695 | 206.979
Catalan 45.826 46.531
Spanish 38.512 36.681
French 59.091 55.373
Italian 34.728 40.343
Portuguese 41.810 52.220
German 74.612 99.529

Table 1: Size of the WordNets

2 The expand model

According to (Vossen, 1998), we can distinguish
two general methodologies for WordNet construc-
tion: (i) the merge model, where a new ontology is
constructed for the target language; and (ii) the ex-
pand model, where variants associated with PWN
synsets are translated using different strategies.

2.1 Dictionary-based strategies

The most commonly used strategy within the ex-
pand model is the use of bilingual dictionaries.
The main difficulty faced is polysemy. If all the
variants were monosemic, i.e., if they were as-
signed to a single synset, the problem would be
simple, as we would only need to find one or more
translations for the English variant. In Table 2 we
can see the degree of polysemy in PWN 3.0. As
we can see, 82.32% of the variants of the PWN
are monosemic, as they are assigned to a single
synset.

It is also worth observing the percentage of
monosemic variants that are written with the first
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N. synsets | variants %
1 123.228 | 82.32

2 15.577 | 10.41

3 5.027 3.36

4 2.199 1.47

5+ 3.659 2.44

Table 2: Degree of polysemy in PWN 3.0

letter in upper case (probably corresponding to
proper names) and in lower case. In Table 3, we
can see the figures.

variants %
upper case 84.714 | 68.75
lower case 38.514 | 31.25

Table 3: Number of monosemic variants with the
first letter in uppercase or lowercase

These figures show us that a large percentage of
a target WordNet can be implemented using this
strategy. We must bear in mind, however, that us-
ing this methodology, we would probably not be
able to obtain the most frequent variants, as com-
mon words are usually polysemic.

The Spanish WordNet (Atserias et al., 1997) in
the EuroWordNet project and the Catalan Word-
Net (Benitez et al., 1998) were constructed using
dictionaries.

With the dictionary-based strategy we will only
be able to get target language variants for synsets
having monosemic English variants, i.e. English
words assigned to a single synset.

2.2 Babelnet

BabelNet (Navigli and Ponzetto, 2010) is a se-
mantic network and ontology created by linking
Wikipedia entries to WordNet synsets. These rela-
tions are multilingual through the interlingual rela-
tions in Wikipedia. For languages lacking the cor-
responding Wikipedia entry a statistical machine
translation system is used to translate a set of En-
glish sentences containing the synset in the Sem-
cor corpus and in sentences from Wikipedia con-
taining a link to the English Wikipedia version.
After that, the most frequent translation is detected
and included as a variant for the synset in the given
language.

Similarly to WordNet, BabelNet groups words
in different languages into sets of synonyms,
called Babel synsets. Babelnet also provides def-
initions or glosses collected from WordNet and
Wikipedia. For cases where the sense is also avail-
able in WordNet, the WordNet synset is also pro-

vided. We can use Babelnet directly for the cre-
ation of WordNets for the languages included in
Babelnet (English, Catalan, Spanish, Italian, Ger-
man and French). For other languages, we can also
exploit Babelnet through the Wikipedia’s interlin-
gual index.

Recently Babelnet 2.0 was released. This ver-
sion includes 50 languages and uses informa-
tion from the following sources: (i) Princeton
WordNet, (ii)) Open Multilingual WordNet, (iii)
Wikipedia and (iv) OmegaWiki. a large collabo-
rative multilingual dictionary.

Prelimiary results using this new version of Ba-
belnet will be also shown in section 3.3.4.

With the Babelnet-based strategy we can get the
target language variants for synsyets having both
monosemic and polisemic English variants, that is,
English words assigned to one or more synsets.

2.3 Parallel corpus based strategies

In some previous works we presented a method-
ology for the construction of WordNets based on
the use of parallel bilingual corpora. These cor-
pora need to be semantically tagged, the tags be-
ing PWN synsets, at least in the English part. As
this kind of corpus is not easily available we ex-
plored two strategies for the automatic construc-
tion of these corpora: (i) by machine translation of
sense-tagged corpora (Oliver and Climent, 2011),
(Oliver and Climent, 2012a) and (ii) by automatic
sense tagging of bilingual corpora (Oliver and Cli-
ment, 2012b).

Once we have created the parallel corpus, we
need a word alignment algorithm in order to create
the target WordNet. Fortunately, word alignment
is a well-known task and several freely available
algorithms are available. In previous works we
have used Berkeley Aligner (Liang et al., 2006). In
this paper we present the results using a very sim-
ple word alignment algorithm based on the most
frequent translation. This algorithm is available in
the WN-Toolkit.

With the parallel corpus based strategy we can
get the target language variants for synsyets hav-
ing both monosemic and polisemic English vari-
ants, that is, English words assigned to one or
more synsets.

2.3.1 Machine translation of sense-tagged

corpora

For the creation of the parallel corpus from a
monolingual sense-tagged corpus, we use a ma-



chine translation system to get the target sen-
tences. The machine translation system must be
capable of performing a good lexical selection,
that is, it should select the correct target words for
the source English words. Other kinds of transla-
tion errors are less important for this strategy.

2.3.2 Automatic sense-tagging of parallel
corpora

The second strategy for the creation of the cor-
pora is to use a parallel corpus between English
and the target language and perform an automatic
sense tagging of the English sentences. Unfor-
tunately word sense disambiguation is a highly
error-prone task. The best WSD systems for En-
glish using WordNet synsets achieve a precision
score of about 60-65% (Snyder and Palmer, 2004;
Palmer et al., 2001). In our experiments we have
explored two options: (i) the use of Freeling and
UKB (Padré et al., 2010b) and (ii) Word Sense
Disambiguation of multilingual corpora based on
the sense information of all the languages (Shahid
and Kazakov, 2010).

We have used Freeling (Padré et al., 2010a)
and the integrated UKB module (Agirre and Soroa,
2009) to add sense tags to a fragment of the DGT-
TM corpus (Steinberger et al., 2012). Before using
this algorithm we have evaluated its the precision
by means of automatically sense tag some sense
tagged corpora: Semcor, Semeval2, Semeval3 and
the Princeton WordNet Gloss Corpus (PWGC).
After the automatic sense-tagging is performed,
the tags are compared with those in the manu-
ally sense tagged-version. In Table 4 we can see
the precision figure for each corpus and pos. As
we can see, there is a great difference in preci-
sion. This difference can be explained by the com-
plimentary values given in the table: the degree
of ambiguity in the corpus and the percentage of
open class words that are tagged in the corpus.
As we can observe, the better precision value is
achieved by the PWGC, having the smaller de-
gree of ambiguity and the smaller percentage of
tagged words. By contrast, the worse precision is
achieved by the Semeval3 corpus, which has the
highest degree of ambiguity and the highest per-
centage of tagged words.

We have also explored a word sense disam-
biguation strategy based on the sense information
provided by a multilingual corpus, following the
idea of (Ide et al., 2002). We have used the DGT-
TM Corpus (Steinberger et al., 2012) in six lan-

guages: English, Spanish, French, German, Italian
and Portuguese. We have sense tagged all the lan-
guages with no sense disambiguation, that is, giv-
ing all the possible senses to all the words in the
corpus present in the WordNet versions for these
languages. With all this sense information the
Word Sense Disambiguation task consists of com-
paring the synsets in all languages for the same
sentence, and taking the sense appearing the most
times. Using this strategy some degree of ambi-
guity is still present after disambiguation. For ex-
ample, for English the average number of synsets
for tagged words before disambiguation is 5.96
(16.05% of the tagged words are unambiguous),
and, after disambiguation, this figure is reduced to
2.46 (55.5% of the tagged words are unambigu-
ous).

We have manually evaluated a small portion of
this disambiguation strategy for the English DTG-
TM corpus, obtaining a precision of 51.25%, very
similar to the worst results for the Freeling+UKB
strategy. One of the problems of the practical
use of the multilingual word sense disambiguation
strategy is the sensitivity of the methodology on
the degree of development of the target WordNets.
It is very important that the target WordNets used
for tagging the target language corpora have regis-
tered all the senses for a given word. If this is not
the case, we will get the wrong results.

3 The WN-Toolkit

3.1 Toolkit description

The toolkit we present in this paper collects sev-
eral programs written in Python. All programs
must be run in a command line and several pa-
rameters must be given. All programs have the
option -h to get the required and optional param-
eters. The toolkit also provides some free lan-
guage resources. The toolkit is divided in the
following parts: (i) Dictionary-based strategies;
(i1) Babelnet-based strategies, (iii) Parallel corpus
based strategies and (iv) Resources, such as freely
available lexical resources, pre-processed corpora,
etc.

The toolkit can be freely downloaded from
http://lpg.uoc.edu/wn-toolkit.

In the rest of this section, each of these parts of
the toolkit are presented, along with the results of
the experiments of WordNet extraction for the fol-
lowing languages: Catalan, Spanish, French, Ger-
man, Italian and Portuguese. The evaluation of the
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Ambiguity | % tagged w. || Global | Nouns | Verbs | Adjectives | Adverbs
Semcor 7.61 84.24 51.99 58.64 | 40.68 61.57 68.91
Senseval 2 5.48 88.88 59.77 70.55 | 31.49 62.82 66.28
Senseval 3 7.84 89.44 51.82 57.08 | 42.46 59.72 100
PWGC 4.72 65.9 85.56 84.74 | 80.09 89.74 92.16

Table 4: Precision figures of the Freeling’s implementation of UKB algorithm for four English Corpora

results is performed automatically using the ex-
isting versions of these WordNets. We compare
the variants obtained for each synset in the target
languages. If the existing version of WordNet for
the given languages has the same variant for this
synset, the result is evaluated as correct. If the ex-
isting WordNet does not have any variant for the
synset, this result is not evaluated. This evalu-
ation method has a major drawback: as the ex-
isting WordNets for the target languages are not
complete (some variants for a given synset are not
registered), some correct proposals can be evalu-
ated as incorrect. For each strategy we have man-
ually evaluated a subset of the variants evaluated
as incorrect and those not evaluated for Catalan or
Spanish. Crrected precision figures are presented
for these languages.

3.2 Dictionary-based strategies
3.2.1 Introduction

Using this strategy we can obtain variants only for
the synsets having monosemic English variants.
We can translate the English variants using dif-
ferent kinds of dictionaries (general, encyclopedic
and terminological dictionaries). We then assign
the translations to the synset of the target language
WordNet.

The WN-Toolkit provides several programs for
the use of this strategy:

e createmonosemicwordlist.py: for the cre-
ation of the lists of monosemic words of the
PWN. Alternatively, it is possible to use the
monosemic word lists corresponding to the
PWN version 3.0 distributed with the toolkit.

e wndictionary.py: using the monosemic
word list of the PWN and a bilingual dictio-
nary this program is able to create a list of
synsets and the corresponding variants in the
target language.

o wiktionary2bildic.py: this program creates
a bilingual dictionary suitable for use with the
program wndictionary.py from the xml dump
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files of Wiktionary?.

o wikipedia2bildic.py: this program creates a
bilingual dictionary suitable for the use with
the program wndictionary.py from the xml
dump files of the Wikipedia®.

e apertium2bildic.py: this program creates a
bilingual dictionary suitable for the use with
the program wndictionary.py from the trans-
fer dictionaries of the open source machine
translation system Apertium* (Forcada et al.,
2009). This resource is useful for Basque,
Catalan, Esperanto, Galician, Haitian Cre-
ole, Icelandic, Macedonian, Spanish, Welsh
and Icelandic, as there are available linguistic
data for the translation system between En-
glish and these languages.

e combinedictionary.py: this program allows
for the combination of several dictionaries,
creating a dictionary with all the informa-
tion from every dictionary, eliminating the re-
peated entries.

3.2.2 Experimental settings

We have used this strategy for the creation of
WordNets for the following 6 languages: Catalan,
Spanish, French, German, Italian and Portuguese.
We have used Wiktionary and Wikipedia for all
these languages and we have explored the use of
additional resources for Catalan and Spanish. In
Table 5 we can see the number of entries of the
dictionaries created with the foolkit for all six lan-
guages using Wiktionary and Wikipedia.

Wiktionary | Wikipedia
cat 9,979 31,578
spa 26,064 106,665
fre 30,708 142,142
deu 29,808 164,463
ita 20,542 77,736
por 15,280 42,653

Table 5: Size of the dictionaries
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3.2.3 Results and evaluation

In Table 6 we can see the results of the evaluation
of the dictionary-based strategy using Wiktionary.
The number of variants obtained depends on the
Wiktionary size for each of the languages and
ranges from 5,081 for Catalan to 18,092 for Ger-
man. The automatic calculated precision ranges
from 48.09% for German to 84.8% for French.
This precision figure can be strongly influenced by
the size of the reference WordNets, and more pre-
cisely on the number of variants for each synset.
In the column New variants we can see the num-
ber of obtained variants for synsets not present in
the target reference WordNet.

Var. Precision | New var.
cat 5,081 78.36 1,588
spa | 14,990 50.93 8,570
fre 16,424 84.80 1,799
deu | 18,092 48.09 12,405
ita 10,209 75.45 3,369
por | 7,820 80.71 1,104

Table 6: Evaluation of the dictionary based strat-
egy using Wiktionary

In Table 7 the results for the acquisition of
WordNets from the Wikipedia as a dictionary are
presented. The precision values are calculated au-
tomatically. The number of obtained variants is
lower than the previous results from the Wiki-
tionary.

Var. | Precision | New var.
cat 290 63.29 132
spa | 607 63.19 463
fre 654 71.49 177
deu | 766 24.14 737
ita 361 52.17 292
por | 315 72.93 85

Table 7: Evaluation of the dictionary based strat-
egy using Wikipedia

We have extended the dictionary-based strategy
for Catalan using the transfer dictionary of the
open source machine translation system Apertium
along with Wikipedia and Wiktionary. The result-
ing combined dictionary has 65,937 entries. This
made it possible to create a new WordNet with
11,970 entries with an automatic calculated preci-
sion of 75.75%. We have manually revised 10% of
the results for Catalan and calculated a corrected
precision of 92.86% (most of the non-evaluated
variants were correct and some of those evaluated
as incorrect were correct too).
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As we can see from Tables 6 and 7 the num-
ber of extracted variants from Wikipedia is smaller
than the extracted from Wiktionary, although the
dictionary extracted from Wikipedia is 3 or 4
times larger. This can be explained by the percent
of encyclopedic-like variants in English Word-
Net, that can be calculated counting the number
of noun variants starting by a upper-case letter.
Roughly 30% of the nouns in WordNet are ency-
clopaedic variants, and this means about the 20%
of the overall variants.

3.3 Babelnet-based strategies
3.3.1 Introduction

The program babel2wordnet.py allows us to cre-
ate WordNets from the Babelnet glosses file. This
program needs as parameters the two-letter code
of the target language and the path to the Babel-
net glosses file. With these two parameters, the
program is able to create WordNets only for the
languages present in Babelnet (in fact the pro-
gram simply changes the format of the output).
The program also accepts an English-target lan-
guage dictionary created from Wikipedia (using
the program wikipedia2bildic.py). This parameter
is mandatory for target languages not present in
Babelnet, and optional for languages included in
Babelnet. The program also accepts as a parameter
the data.noun file of PWN, useful for performing
caps normalization.

3.3.2 Experimental settings

For our experiments we have used the 1.1.1 ver-
sion of Babelnet, along with the dictionaries ex-
tracted from Wikipedia as explained in section
3.2.2. We used the babel2wordnet.py program us-
ing the above-mentioned dictionary and the caps
normalization option.

3.3.3 Results and evaluation

In Table 8 we can see the results obtained for Cata-
lan, Spanish, French, German and Italian with-
out the use of a complementary Wikipedia dictio-
nary. Note that no values are presented for Por-
tuguese, as this language is not included in Ba-
belnet. For all languages, the precision values are
calculated automatically taking the existing Word-
Nets for these languages described in Table 1 as
references.

Table 9 shows the results using the optional
Wikipedia dictionary. Note that now results are
presented for Portuguese, although this language



Var. Precision | New var.
cat | 23,115 70.95 9,129
spa | 31,351 76.80 19,107
fre 32,594 80.71 8,291
deu | 32,972 52.10 27,243
ita 27,481 66.78 16.945
por - - -

Table 8: Evaluation of the Babelnet-based strategy

is not present in Babelnet. These results are very
similar with the results with no Wikipedia dictio-
nary, except for Portuguese. This can be explained
by the fact that Babelnet itself uses Wikipedia, so
adding the same resource again (although a differ-
ent version) leads to a very little improvements.

Var. Precision | New var.
cat | 23,307 70.85 9,244
spa | 31,604 76.61 19,301
fre 32,880 80.60 8,415
deu | 33,455 51.79 27,651
ita 27,695 66.53 17,069
por 1,392 75.23 532

Table 9: Evaluation of the Babelnet-based strategy
with Wikipedia dictionary

We have manually evaluated 1% of the results
for Catalan and we obtained a corrected precision
value of 89.17%

3.3.4 Preliminary results using Babelnet 2.0

In Table 10 preliminary results using the Babel-
net 2.0 are shown. Please, note that precision val-
ues for Catalan, Spanish, French, Italian and Por-
tuguese are marked with an asterisk, indicating
that these values can not be considered as correct.
The reason is simple, we are automatically eval-
uating the results with one of the resources used
for constructing the Babelnet 2.0. Remember than
one of the resoures for the construction of Babel-
net 2.0 are the WordNet included in the Open Mul-
tilingual WordNet, the same WordNet used for au-
tomatic evaluation. Figures of new variants are
comparable with the results obtained with the pre-
vious version of Babelnet.

Var. Precision | New var.
cat | 84,519 *94.12 9,453
spa | 81,160 *94.58 20,132
fre 34,746 *79,03 8,660
deu | 35,905 49,43 29,522
ita 64,504 *93,83 17.782
por | 28,670 *86.88 7,734

Table 10: Evaluation of the Babelnet-based strat-
egy using Babelnet 2.0

Anyway, Babelnet 2.0 can be a good starting
point for constructing WordNets for 50 languages.
The algorithm for exploiting the Babelnet 2.0 for
WordNet construction is also included in the WN-
Toolkit. Please, note that this algorithm simply
changes the format of the Babelnet file into the
Open Multilingual Wordnet format.

3.4 Parallel corpus based strategies
3.4.1 Introduction

The WN-Toolkit implements a simple word align-
ment algorithm useful for the creation of Word-
Nets from parallel corpora. The program, called
synset-word-alignement.py, calculates the most
frequent translation found in the corpus for each
synset. We must bear in mind that the parallel cor-
pus must be tagged with PWN synsets in the En-
glish part. The target corpus must be lemmatized
and tagged with very simple tags (n for nouns; v
for verbs; a for adjectives; r for adverbs and any
other letter for other pos).

The synset-word-alignment program uses two
parameters to tune its behaviour:

e The ¢ parameter forces the first translation
equivalent to have a frequency at least ¢ times
greater than the frequency of the second can-
didate. If this condition is not achieved, the
translation candidate is rejected and the pro-
gram fails to give a target variant for the given
synset.

e The f parameter is the greater value for the
ratio between the frequency of the transla-
tion candidate in the target part of the parallel
corpus and the frequency of the synset in the
source part of the parallel corpus.

3.4.2 Experimental settings

For our experiments we have used two strategies
for the creation of the parallel corpus with sense
tags in the English part.

e Machine translation of sense-tagged corpora.
We have used two corpora: Semcor and
Princeton WordNet Gloss Corpus. We have
used Google Translate to machine translate
these corpora to Catalan, Spanish, French,
German, Italian and Portuguese.

e Automatic sense tagging of parallel corpora,
using two WSD techniques: (i) WSD us-
ing multilingual information and (ii) Freel-
ing + UKB. We have used a 118K sentences



fragment of the DGT-TM multilingual corpus
(available in English, Spanish, French, Ger-
man, Italian and Portuguese, but not in Cata-
lan). We have chosen this number of sen-
tences to have a corpus of a similar size to
the Princeton WordNet Gloss Corpus

For our experiments we have set the parameter
i to 2.5 and the parameter f to 5.

3.4.3 Results and evaluation

In Table 11 and 12 we can see the results for the
use of machine translation of Semcor an PWGC.
As we can see, the precision figures are very sim-
ilar for both corpora, but the number of extracted
variants is greater for the PWGC, due to the larger
size of the corpus. We have manually evaluated
20% of the results for Catalan. In the case of
Semcor we have calculated a corrected value of
94.74%, whereas for PWGC corpus we have ob-
tained a corrected value of 96.18%.

Var. | Precision | New var.
cat | 2,001 87.63 449
spa | 2,076 88.93 504
fre 1,844 91.83 142
deu | 2,657 70.26 1,285
ita 858 93.81 66
por | 2,064 84.14 324

Table 11: Evaluation of the parallel corpus based
strategy: machine translation of Semcor corpus

Var. | Precision | New var.
cat 4,744 87.87 1,125
spa | 4,959 84.28 2,102
fre | 4,598 91.63 510
deu | 5,055 71.11 2,559
ita 4,870 88.68 904
por | 4,845 86.26 871

Table 12: Evaluation of the parallel corpus based
strategy: machine translation of PWGC corpus

In Table 13 and 14 we can see the results for
the use of automatic sense tagging for the DGT-
TM corpus using a multilingual strategy and Freel-
ing+UKB. Here the precision figures are also sim-
ilar for both strategies, but the number of extracted
variants is greater for the Freeling+UKB strategy.
The reason is that using Freeling and UKB we can
disambiguate all the ambiguous words, while us-
ing the multilingual strategy we are not able to
disambiguate all of them and in some cases some
degree of ambiguity remains. For the extraction
process we have only considered the fully disam-
biguated words.
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Var. | Precision | New var.
spa | 313 75.35 171
fre 173 75.89 32
deu | 207 36.54 155
ita 266 82.44 61
por | 302 79.20 52

Table 13: Multilingual WSD of 118K sentences
fragment of the DGT-TM corpus

Var. Precision | New var.

spa | 1,155 79.71 386

fre 484 68.66 82

deu 609 24.72 431

ita 1,031 78.31 252

por | 1,075 74.23 194
Table 14: Freeling + UKB of 118K sentences frag-
ment of the DGT-TM corpus

In this case we have manually evaluated the re-
sults for Spanish as Catalan is not available in
this corpus. For the multilingual strategy we have
manually evaluated 100% of the results and cal-
culated a corrected precision figure of 91.67%.
For the Freeling + UKB results we have manually
evaluated 25% of the results, obtaining a corrected
precision of 88.94%.

If we analyse the results, we see that the ex-
traction task has a much higher precision than
the Word Sense Disambiguation strategies used to
process the corpora. This may seem a little odd
but we must bear in mind that we have used very
restrictive values for the parameters ¢ and f of the
extraction program. These parameters allow us to
extract only the best candidates, ensuring a good
precision value for the extraction process, but a
very poor recall value. It should be noted than for
Spanish with the machine translation strategy we
are getting 2,076 candidatesfor the Semcor Corpus
and 4,959 for the Princeton Gloss Corpus, and we
are now getting 313 candidates for the multilin-
gual WSD strategy and 1,155 for the UKB WSD.
If we force the extraction process to get 2,076 can-
didates, we obtain a precision value of 43.77%
for the multilingual WSD strategy and 58.12% for
UKB.

4 Resources

We are distributing some resources for several lan-
guages with the hope they can be useful to use the
toolkit to create new WordNets or extend existing
ones.

e [ exical resources: dictionaries created from
Wiktionary, Wikipedia and Apertium transfer



dictionaries.

e Preprocessed corpora: DGT-TM, Emea and
United Nations Corpus from Opus® (Tiede-
mann, 2012). We have semantically-tagged
the English part of the corpora with Freeling
and UKB and lemmatized and tagged some
of the target languages. We plan to prepro-
cess other parallel corpora in the future.

5 Conclusions

We have presented the results of the automatic cre-
ation of WordNets for six languages using several
techniques following the expand model. All these
techniques are implemented in the freely available
WN-Toolkit and have been successfully used for
the expansion of the Catalan and Spanish Word-
Nets under the Know2 project. The WordNets
and the toolkit itself are being improved under the
Skater Project. The successful use of this toolkit
has also been reported for the Galician WordNet
(Gomez Guinovart and Simoes, 2013).

We can analyse the coincident extracted synsets
and their associated precision for Catalan in Table
15. Here we have mixed the results for extended
dictionary, Babelnet, translated PWGC and trans-
lated Semcor. The overall precision is 71.06% but,
if we take into account the variants extracted using
2 or more methodologies, this precision rises up to
91.35%, although the number of extracted variants
is drastically reduced.

Freq. Var. Precision | New var.
1+ 35,142 71.06 13,997
2+ 5,661 91.35 1,062
3+ 1052 94.92 87

4+ 135 96.06 8

Table 15: Evaluation of the repetition of the results
for different strategies for Catalan

This combination of methodologies allows us to
classify the extracted variants with an estimated
precision value so we can obtain variants and give
each variant a score. This score can be updated
if the variant is obtained again using a different
methodology or resource.

It’s important to take into account the fact
that the automatically-calculated precision value
is very prone to errors, as, if a given synset hav-
ing a variant lacks other possible variants and if
those unregistered correct variants are extracted,

‘http://opus.lingfil.uu.se/
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the evaluation algorithm will consider them as in-
correct. In Table 16 we can see the comparison
between the automatic and corrected values of pre-
cision.

Strategy Lang. | % rev. | Pouto. | Peorr.
Dictionaries cat 10 75.75 92.86
Babelnet cat 1 70.85 89.17
Semcor trad. cat 20 87.63 94.75
PWGC trad. cat 20 87.87 96.18
DGT-TM mult. spa 100 75.35 | 91.67
DGT-TM UKB spa 25 79.71 88.94

Table 16: Comparison of automatic and corrected
precision figures

6 Future work

We plan to follow the development of the WN-
Toolkit in the following directions: (i) change the
script-oriented implementation of the current ver-
sion to a class-oriented implementation allowing
easy integration into another applications; (ii) in-
creasing the number of integrated freely available
resources and implementing a web query based
use of some resources; (iii) developing a simple
graphical user interface to facilitate its use and (iv)
pre-processing and distributing more freely avail-
able corpora.

We also plan to use the toolkit to develop
preliminary versions of WordNets for other lan-
guages.
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Abstract

This document describes the current state
of Onto.PT, a new large wordnet for
Portuguese, freely available, and created
automatically after exploiting and inte-
grating existing lexical resources in a
wordnet structure. Besides an overview
on Onto.PT, its creation and evaluation,
we enumerate the developments of ver-
sion 0.6. Moreover, we provide a quanti-
tative view on this version, its comparison
to other Portuguese wordnets, in terms of
contents and size, as well as some details
about its global coverage and availability.

1 Introduction

Onto.PT is a new wordnet-like resource for Por-
tuguese. It is under development since 2009 in the
Center for Informatics and Systems of the Uni-
versity of Coimbra, after we realised the limita-
tions of existing Portuguese wordnets and related
resources. Onto.PT was one of the main contribu-
tions of Hugo Gongalo Oliveira’s PhD (Gongalo
Oliveira, 2013), concluded on May 2013, under
the supervision of Paulo Gomes. Since then,
several developments were made and a new ver-
sion (v0.6) was released.

Likewise Princeton WordNet (PWN, Fellbaum
(1998)), Onto.PT is freely available but, in oppo-
sition to the previous resource and most wordnets,
it is created automatically, after the exploitation of
existing public lexical resources. While the latter
fact led to a resource which may not be 100% reli-
able, it also enabled the development of a larger re-
source and with a wider coverage, as compared to
other Portuguese wordnets. This makes Onto.PT a
viable alternative for several natural language pro-
cessing tasks. Having this in mind, in order to ease
the integration of Onto.PT with other applications,
this resource is available as a standard model for

16

Paulo Gomes
CISUC, University of Coimbra
Portugal
pgomes@dei.uc.pt

knowledge representation, namely the Resource
Description Framework (RDF, Miller and Manola
(2004)).

In the rest of this document, we give a brief
overview on the creation of Onto.PT, where sev-
eral lexical resources for Portuguese are exploited
and integrated in a wordnet-like structure, across
four automatic steps that combine different infor-
mation extraction techniques. We then highlight
the developments that lead to version 0.6. After
that, we describe the contents of Onto.PT, com-
pare it with other wordnets for Portuguese, and
provide some details on its availability and global
coverage. The latter reports the results of find-
ing suitable matches between Onto.PT synsets and
the so-called “core” wordnet concepts. We con-
clude with additional information on the utility of
Onto.PT and leave ideas for future work.

2  Creation

The creation of Onto.PT follows ECO, an auto-
matic approach for creating wordnets, described
briefly in this section, and more extensively else-
where (Gongalo Oliveira and Gomes, 2013a).
Also in this section, we enumerate the resources
integrated in the current version of Onto.PT and
how they were exploited. The section ends with a
brief reference to the evaluation of Onto.PT.

2.1 The ECO approach

Originally, ECO consisted of three main steps, that
combine different information extraction tech-
niques, namely:

1. Extraction: exploitation of regularities in
textual sources to extract instances of se-
mantic relations, connecting plain words —

e.g. [virus causation-of doenga] ([virus causation-of diseasel)

2. Synset discovery:



(a) Computation of graph-based similari-
ties between the extracted synonymy
instances and available synsets, as those
in existing thesauri, if available. When
there is enough confidence, the syn-
onymy instances are added to suitable
synsets — e.g. [comutar synonym-of mutuar]
+

{trocar, permutar, mutuar} —

{trocar, permutar, mutuar, comutar} (linter-
change synonym-of exchange] + {change, swap, exchange}
— {change, swap, exchange, interchange})

(b) Cluster discovery on the remaining

synonymy instances and inclusion

of the identified clusters as new

synsets — e.g. [tiritante synonym-of trémulo]

N N

[convulso synonym-of tiritante] —

[trémulo synonym-of convulso]
{tiritante,trémulo,convulso}  ([shivering synonym-
of trembling] N [trembling synonym-of shaking] A [shak-

ing synonym-of shivering] — {shivering,trembling,shaking})

3. Ontologisation: Computation of graph-
based similarity measures to inte-
grate the rest of the relations, by as-
signing each argument to a suitable
synset e.g.

{iluminar, candear} purpose-of {vela, tocha, lume}

— [iluminar purpose-of vela] —
([illuminate purpose-of candle] — {illuminate, light_up} purpose-of

{candle, torch, fire})
Recently, a fourth step was added to ECO:

4. Definition assignment: selection of
suitable dictionary definitions for the
discovered synsets. Definitions might
work as glosses, also common in wordnets —
e.g. {multiddao, massa}: grande quantidade de pessoas

({crowd, mass}: great amount of people)

2.2 Integrated resources

The current version of Onto.PT includes lexical-
semantic information acquired from six public do-
main lexical resources of Portuguese, namely:

e The relation instances of
PAPEL (Gongalo Oliveira et al., 2009),
a lexical-semantic network extracted au-
tomatically from a proprietary Portuguese
dictionary. Those are represented by
{<argl> RELATION-TYPE <arg2>} with words
as arguments, and a rich set of relation
types that include, for instance, synonymy,
hypernymy, several types of meronymy,
causation, purpose-of and property-of.
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The definitions and relations instances, ex-
tracted from Diciondrio Aberto (DA, Simodes
et al. (2012)) and from the Portuguese Wik-
tionary (Wikt.PT)!, both open dictionaries;

The antonymy instances and synsets of
TeP (Maziero et al., 2008), an electronic the-
saurus, created manually by experts;

The synsets of OpenThesaurus.PT (OT.PT)?,
another electronic thesaurus, smaller than
TeP, and created collaboratively;

More recently, the synsets of
OpenWordNet.PT (OWN.PT, de Paiva
et al. (2012)), a Portuguese wordnet obtained
after the translation of part of PWN.

In the first step of ECO, DA and Wikt.PT are ex-
ploited using the grammars developed during the
creation of PAPEL, which are distributed freely?.
The extracted relation instances are merged with
those from PAPEL’s network thus originating a
larger lexical-semantic network where words are
connected by semantic relations.

Then, the synonymy instances extracted from
the dictionaries, as well as those of OT.PT, are as-
signed to suitable synsets, according to their simi-
larity. Clusters are discovered in a synonymy net-
work established by the unassigned synonymy in-
stances, and added as new synsets.

After that, the arguments of the non-synonymy
relations are assigned to the discovered synsets,
thus becoming synset relations. Antonymy rela-
tions from TeP are also added in this step. Finally,
when possible, the synsets have assigned suitable
definitions from DA and Wikt.PT (see more in
Gongalo Oliveira and Gomes (2013b)).

2.3 Evaluation

Besides occasional evaluations of each step of
ECO, which guided us in the selection of the
appropriate parameters, a previous version of
Onto.PT (v0.3.5) was the target of an extensive
manual evaluation where synsets and synset rela-
tions were evaluated by two human judges*. We
estimated that about 81% to 85% of the synsets
were correct. More precisely, for the synsets with

'See http://pt.wiktionary.org

2See http://openthesaurus.caixamagica.
pt/

3See http://www.linguateca.pt/PAPEL

“See additional details in section 8.3 of Hugo Gongalo
Oliveira’s PhD thesis (Gongalo Oliveira, 2013)


http://pt.wiktionary.org
http://openthesaurus.caixamagica.pt/
http://openthesaurus.caixamagica.pt/
http://www.linguateca.pt/PAPEL

more than one word, 73.9% were classified as cor-
rect and 7.5% as incorrect by both judges. For
the remaining 18.6% synsets, there was no agree-
ment. As for the relations, considering only cor-
rect synsets, hypernymy relations were estimated
to be about 79% accurate, with a x agreement of
0.47. A set containing relations of the other types
got between 88% and 92% accuracy, depending on
the judge, with a x agreement of 0.48.

The accuracy of the definition assignment step
was estimated to be between 79-80% for Onto.PT
v0.4.1, with 0.62 x agreement. This number
should be similar in Onto.PT v0.6, because no big
changes were made.

3 Developments of Onto.PT v.0.6

The most recent version of Onto.PT was released
after some progress regarding, namely: improve-
ments in the creation process, integration of the
OWN.PT synsets, removal of redundant hyper-
nymy instances, and the availability of synset def-
initions. This also lead to improvements on the
resource evaluation.

3.1 Procedural improvements

Onto.PT v0.6 was created after several improve-
ments on the previous versions, including:

e The refinement of some extraction patterns,
after exploring the results of previous evalua-
tions;

e Increasing the synonymy attachment thresh-
old to improve synset accuracy.

3.2 Integration of OpenWordNet.PT

For the first time, in the creation of Onto.PT, we
took advantage of OWN.PT and integrated part of
its contents. More precisely, TeP and OWN.PT
were merged before synset discovery, in order
to create a single synset resource. For this pur-
pose, synsets with high word intersections are
clustered — e.g. {praia, beira-mar, borda, litoral, riba-
mar} + {praia, beira-mar, litoral, costa} — {praia, beira-
mar, borda, litoral, ribamar, costa} ({beach, seaside, seaboard,
seashore} + {beach, seaside, coast} — {beach, seaside, seaboard, seashore,

coast})

3.3 Removal of redundant hypernymy

In order to move towards a better-formed tax-
onomic tree, redundant hypernymy relation
instances in Onto.PT were removed. These
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instances are those that may be inferred by
transitivity — e.g. {animal}hypernym-of{poreosuino}
A {animal} hypernym-of {mamifero, mastozodrio} N
{mamifero, mastozodrio} hypernym-of {porco, suino}

(famimal}—hypernym-of—{pig—swine} A {animal} hypernym-of {mammal,

mammalian} N {mamifero, mammalian} hypernym-of {pig, swine})

3.4 Synset definitions

Although the first experiments on assigning defi-
nitions to the synsets of Onto.PT were done with
version 0.4.1 of the resource, definitions were only
made available together with the resource in ver-
sion 0.6. We recall that these definitions might
work as glosses.

3.5 New evaluation results

Given that a similar extensive evaluation ef-
fort required much time, we reused the classi-
fied synsets and synset relation instances from
Onto.PT v0.3.5 to speculate on the current quality
of Onto.PT. Depending on the judge, the new eval-
uation led respectively to synset accuracy between
89-93%, hypernymy accuracy between 79-100%,
and accuracy of other relations between 93-96%.

These results should, nevertheless, be analysed
more carefully in the future. While a substan-
tial amount of incorrect contents were removed or
corrected, a lower, but still substantial, number of
contents that were previously classified as correct
were also removed.

4 Contents and Availability

This section presents a quantitative view on the
contents of Onto.PT v0.6, including the covered
relations types, a comparison to other Portuguese
wordnets, and its global coverage. Details about
the availability of Onto.PT are provided in the end
of this section.

4.1 Quantitative view

Onto.PT v0.6 contains almost 169k unique lexi-
cal items, organised in about 117k synsets, which
are connected by almost 174k relation instances.
Table 1 shows the distribution of covered lexi-
cal items, according to their part-of-speech (POS),
and included synsets according both to their POS
and number of words (size).

Table 2 shows the set of covered semantic re-
lations, richer than in typical wordnets, as well as
their quantities. In fact, these are relation types

SDatasets available at http: //ontopt.dei.uc.pt
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POS Lexical Synsets [ Resource [ Availability | Creation ]
Items size=1 size>1] Total WN.PT web interface manual
Nouns 97,531 44,495 23,378 67,873 no download
Verbs 32,958 20,723 5,728 26,451 WN.Br free synsets man. (synsets)
Adjectives | 34,392 10,909 9,851 20,760 from PWN (relations)
Adverbs 3,995 1,283 1,083 2,366 MWN.PT | paidlicense | man. translation (synsets)
Total 168,876 | 77,410 40,040 117,450 from PWN (relations)
OWN-PT free man. translation (synsets)
Table 1: Onto.PT v0.6 synsets. from PWN (relations)
Onto.PT free automatic

originally defined during the creation of PAPEL,
after the analysis of frequent patterns in dictio-
nary definitions. In this set, for each relation
type, there are different subtypes, depending on
the POS of the accepted arguments. For instance,
[z purpose-of y] has the following subtypes:

e noun(z) fazSeCom noun(y)

— x is performed or obtained with y

noun(z) fazSeComAlgoComPropriedade adj(y)
— x is performed or obtained with something that is y

verb(z) finalidadeDe noun(y)
— x is an action performed with y

verb(z) finalidadeDeAlgoComPropriedade adj(y)
— x is an action performed with something that is y

Different types of meronymy are also cov-
ered, namely part-of, member-of, contained-in and
material-of. Moreover, for each relation subtype,
there is an inverse type (e.g. [z causadorDe y] —
[y resultadoDe z]), except for antonymy, which
is a symmetric relation. If we consider the in-
verse subtypes, Onto.PT has about 341k relation
instances.

4.2 Comparison with Portuguese wordnets

Though it is commonly referred that there is
not a wordnet for Portuguese, this is not com-
pletely true. The problem is that all wordnet
projects targeting Portuguese have strong limita-
tions. To our knowledge, besides Onto.PT, there
are other four resources — Wordnet.PT (WN.PT,
Marrafa et al. (2011)), Wordnet.Br (WN.Br, Dias-
da-Silva (2006)), MultiWordNet.PT (MWN.PT)%
and OpenWordnet.PT (OWN.PT, de Paiva et al.
(2012)) — listed in Table 3, together with some in-
formation on their creation and availability.
(From those, besides Onto.PT, only OWN.PT is
freely available’. The synsets of WN.Br are free,

8See http://mwnpt.di.fc.ul.pt/

TOWN.PT is available from https://github.com/
arademaker/wordnet—br and distributed in two main
RDF files, one with the synsets and their PWN match, and
another with PWN, including relations, glosses and other in-
heritable properties.
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Table 3: Portuguese WNs: availability & creation

with the name of TeP (Maziero et al., 2008), but
the relations, inherited from PWN given manual
synset correspondences, are not. MWN.PT is not
free but it is available upon a paid license. How-
ever, this resource only covers nouns, while all the
others cover verbs, adjectives and adverbs as well.

All but WN.PT and Onto.PT follow a trans-
lation approach, one of the most popular alter-
natives to the creation of non-English wordnets,
where PWN is translated to a target language (de
Melo and Weikum, 2008). This approach is fol-
lowed at different levels by WN.Br, MWN.PT
and OWN.PT. In WN.Br, the synsets were created
specifically for Portuguese and manual correspon-
dences to PWN were defined afterwards. On the
other hand, the synsets of MWN.PT and OWN.PT
are, as far as possible, the direct translation of a
set of key PWN synsets. But a problem arises
for this kind of approaches. Different languages
represent different socio-cultural realities, they do
not cover exactly the same part of the lexicon and,
even where they seem to be common, several con-
cepts are lexicalised differently (Hirst, 2004). This
explains the existence of “lexical gaps” in some
MWN.PT synsets. We thus believe that, whether
created manually, semi-automatically or automati-
cally, a wordnet should be developed from scratch
for its target language. Only after that, it should be
devised to align part of the synsets to wordnets of
other languages, but having in mind that some rich
meanings might be lost in the translation process.

Table 4 presents the same wordnets regarding
their size, in terms of covered lexical items, in-
cluded synsets, semantic relations and the pres-
ence of glosses written in Portuguese. Regarding
the last property, the wordnets relying on trans-
lation do not contain glosses in Portuguese, even
though the English glosses can potentially be in-
herited from PWN and translated. WN.PT has
contained Portuguese glosses for a long time. And
since the last version of Onto.PT, part of its synsets
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[ Relation [ Args | Given name | Instances |
Hypernymy n, n hiperonimoDe 79,425
Part n,n parteDe 3,782
n, adj parteDeAlgoComPropriedade 4,922
adj, n propriedadeDeAlgoParteDe 101
Member n,n membroDe 5,957
n, adj membroDeAlgoComPropriedade 111
adj, n propriedadeDeAlgoMembroDe 922
Contained n, n contidoEm 365
n, adj contidoEmAlgoComPropriedade 272
Material n, n materialDe 879
Causation n, n causadorDe 1,396
n, adj causadorDeAlgoComPropriedade 30
adj, n propriedadeDeAlgoQueCausa 667
v,n accaoQueCausa 8,168
n,v causadorDaAccao 84
Producer n, n produtorDe 1,662
n, adj produtorDeAlgoComPropriedade 80
adj, n propriedadeDeAlgoProdutorDe 463
Purpose n,n fazSeCom 6,787
n, adj fazSeComAlgoComPropriedade 77
v, n finalidadeDe 8,507
v, adj finalidadeDeAlgoComPropriedade 338
Location n, n localOrigemDe 1,458
Quality n, n temQualidade 977
adj, n devidoAQualidade 1,118
State n, n temEstado 334
adj, n devidoAEstado 197
Property adj, n dizSeSobre 9,769
adj, v dizSeDoQue 24,131
Manner adv, n maneiraPorMeioDe 1,976
adv, adj maneiraComPropriedade 1,675
Manner adv, n maneiraSem 231
without adv, v maneiraSemAccao 20
Antonymy n, n antonimoNDe 2,300
adv, adv antonimoAdvDe 127
adj, adj antonimoAdjDe 2,475
v, V antonimoVDe 1,844
Total 173,627

Table 2: Onto.PT v0.6 relations and their quantities

also contain glosses, automatically selected from
dictionaries (see section 2).

The numbers on the size of the Portuguese
wordnets are put side-by-side to those of PWN,
to show that they are substantially smaller, except
for Onto.PT. Despite being the second youngest
Portuguese wordnet (OWN.PT is the youngest),
Onto.PT has a size comparable to PWN, and it
covers a richer set of semantic relations. We
should recall that Onto.PT integrates several pub-
lic resources for Portuguese, including the synsets
of WN.Br (TeP) and of OWN.PT, so it was ex-
pected to be larger than those two.

Although size is probably not the most impor-
tant property of a wordnet, these numbers show
the benefits of an automatic creation. Besides typ-
ically larger resources, automatic approaches pro-
vide a faster creation, an easier maintenance, and
a higher growth potential, in a trade-off on the vir-
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Resource | Lexical | Synsets | Relations Glosses
items (in PT)
WN.PT 11k 13k 40k Yes
WN.Br 44k 20k N/A No
MWN.PT 16k 17k 69k No
OWN.PT 48k 39k 83k No
Onto.PT 169k 117k 341k Yes (40%)
[ PWN3.0 [ 155k | 118k [ 285k [ Yes(EN) |

Table 4: Portuguese WNs: contents

tual 100% reliability. Therefore, in the case of Por-
tuguese, selecting the most adequate(s) wordnet(s)
to use in some project should consider, among oth-
ers, the language coverage needs, the tolerance to
errors and the available budget.

4.3 Global coverage

The Global WordNet Association provides sev-
eral lists of key concepts that should be present in
wordnets. One of them, contains a reduced set of



164 Core Base Concepts which can be seen as the
most important in the wordnets of four languages®.
They are divided into 98 abstract and 66 concrete
concepts, and are represented as PWN 1.5 synsets.

We used this set to speculate on the global cov-
erage of Onto.PT v0.6. For this purpose, we
made manual rough matches between the 164 base
concepts and suitable Onto.PT synsets. We con-
cluded that Onto.PT roughly covers most of the
concepts in the list, more precisely 95 abstract and
66 concrete synsets (98%). The three uncovered
concepts are the following: {change magnitude,
change size}, {spacing, spatial arrangement} and
{visual property}. As one can see, they denote
abstract generic classes which are sometimes cre-
ated artificially, in order to work as the hypernym
of a set of more specific concepts. We should add
that the global coverage increased since Onto.PT
v0.3.5, where 93% base concepts were covered.
The integration of OWN.PT had a positive impact
on this improvement.

Looking at the other Portuguese wordnets, we
can say that, given that WN.PT was created in
EuroWordNet’s framework, it should cover all the
164 concepts. Moreover, the website of MWN.PT
refers that it covers all these concepts. However,
MWN.PT only contains nouns, while 35 of the ab-
stract concepts are verbs. So, this information is
probably incorrect.

4.4 Availability

Onto.PT and related resources are freely available
from http://ontopt.dei.uc.pt. There,
the resource can be downloaded as a RDF model,
and in two different notations, RDF/XML and the
more compact N3. This model is based on the
WordNet RDF/OWL basic representation (van As-
sem et al., 2006) that was adapted for Portuguese
and to include our broader relation set. Moreover,
Onto.PT may be browsed through an online inter-
face, OntoBusca, very similar to the PWN search
interface and available from the previous website.

S Concluding remarks

We believe that Onto.PT is a valuable add to the
Portuguese wordnets and an important contribu-
tion to Portuguese NLP, that may be useful in a
broad range of tasks. So far, previous versions
of Onto.PT were used in query expansion and we

8 Available from http://w.globalwordnet .org/
gwa/ewn_to_bc/corebcs.html
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have shown that it can be used for word sense dis-
ambiguation®. And we have some preliminary re-
sults of exploiting Onto.PT and OWN.PT for an-
swering open domain cloze question automatically
— the results show that, due to its larger size, more
questions are answered correctly using Onto.PT.

We should add that Portuguese was recently
added to range of languages covered by the mul-
tilingual knowledge base BabelNet (Navigli and
Ponzetto, 2012). This resource integrates PWN
with Wikipedia and some open wordnets, in a very
large ontology. Therefore, from this moment, Ba-
belNet should also be seen as one more alterna-
tive to Portuguese wordnets. Or, perhaps, as a
complement, because, despite its large size (9M
synsets in all languages), BabelNet integrates both
lexical and world knowledge and the Portuguese
Wikipedia (about 800k articles) is still small when
compared, for instance, to the English (about
4.3M) and the German (about 1.63M).

We recall that Onto.PT is created automatically
and is not a static resource, but an ongoing project.
Therefore, improvements are expected in the fu-
ture. Among other ideas, we are devising the con-
version of Onto.PT to specific representations for
lexical ontologies (e.g. Lemon, Buitelaar et al.
(2009)), we are considering to assign confidence
values to its contents and to exploit the World
Wide Web for more synset definitions, and we
are studying approaches for aligning it to PWN,
given that the Onto.PT synsets are not static. We
are also devising the integration of the relations of
OWN.PT. In fact, with ECO, we can likewise in-
tegrate knowledge from additional sources includ-
ing, for instance, Wikipedia, but keeping in mind
that most information in Wikipedia is out of the
scope of classic wordnets.

For more information on ECO and on Onto.PT,
please refer to Hugo’s PhD thesis (Gongalo
Oliveira, 2013) or to our article in the Lan-
guage and Resources Evaluation Journal (Gongalo
Oliveira and Gomes, 2013a).
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Abstract

In this paper we present the principles
of lexico-semantic annotation of Sktad-
nica Treebank using Polish WordNet lex-
ical units. We describe different means
of annotation, depending on the structure
of a sentence in Skfadnica on the one
hand and the availability of adequate lex-
ical unit in PLWN on the other. Apart
from “standard” annotation involving lex-
ical units with the same lemma as the to-
ken under annotation, multi-word units,
different verb lemmas including reflexive
marker sig as well as synonyms and hy-
pernyms have also been involved. Some
tokens have obtained tags explaining why
they require no annotation. Additionally,
we discuss the assessment of the annota-
tion of whole sentences.

1 Introduction

It is widely acknowledged that linguistically anno-
tated corpora play a crucial role in NLP. There is
even a tendency towards their ever-deeper annota-
tion. In particular, semantically annotated corpora
become more and more popular, because they have
several applications in word sense disambiguation
(Agirre and Edmonds, 2006) or automatic con-
struction of lexical resources (McCarthy, 2001;
Schulte im Walde, 2006; Sirkayon and Kawtrakul,
2007). The important part of semantically an-
notated corpora are semantically annotated tree-
banks.

In this paper, the procedure of lexico-semantic
annotation of Skfadnica Treebank (cf. section 3.1),
the largest Polish treebank, is presented. Verbal,
nominal and adjectival tokens forming sentences
are annotated using Polish WordNet (PLWN,
cf. section 3.2) lexical units. Special attention is
paid to tokens for which a correct interpretation
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was not found in the wordnet.

The annotation is performed using a dedicated
tool Semantikon (Hajnicz, 2013c). Each sentence
is annotated by two linguists, and conflicts are re-
solved by a master linguist.

The procedure of lexico-semantic annotation of
Sktadnica was preceded by tagging named entities
with corresponding PLWN-base semantic types
(Hajnicz, 2013b), by means of semi-automatic
transfer of information from the NE annotation
layer (Savary et al., 2010) of the National Corpus
of Polish (NKJP). Unlike with common words,
this information was linked to nonterminal nodes,
since named entities are very often multi-word
units. For NEs present in PLWN, corresponding
lexical units were used, other NEs were tagged by
means of synset identifiers corresponding to their
semantic types.

Section 2 presents related work on semantic an-
notation of text corpora. Section 3 contains the
description of resources used. The principles of
the actual annotation of tokens are discussed in
section 4, whereas the rules of the assessment of
whole sentences are presented in section 5.

2 Semantically annotated corpora

Semantic annotation of text corpora seems to be
the last phase in the process of corpus annotation,
less popular than morphosyntactic and (shallow or
deep) syntactic annotation. However, there exist
semantically annotated subcorpora for many lan-
guages, some of them wordnet-based. They are
usually substantially smaller than other types of
corpora.

The most famous semantically annotated cor-
pus is SemCor (Miller et al., 1993). It is a
subcorpus of the Brown Corpus (Francis and
Kucera, 1964) containing 250000 words se-
mantically annotated using Princeton WordNet
(PWN) (Miller et al., 1990; Fellbaum, 1998;
Miller and Fellbaum, 2007, http://wordnet.



princeton.edu/) synset identifiers. The an-
notation includes proper names and collocations
(the ones present in PWN). A special tag is as-
signed for tokens with no available sense con-
sidered appropriate (supplemented with a corre-
sponding comment).

For Polish, lexico-semantic annotation was per-
formed for the sake of experiments in WSD, and
was limited to small sets of highly polysemic
words (Broda et al., 2009; Kobylinski, 2011;
Przepiorkowski et al., 2011), first of them using
PLWN lexical units.

Unlike other corpora, semantic annotation of
treebanks usually are not limited to lexico-
semantic annotation. Nevertheless, there exist
some lexico-semantically annotated treebanks. In
particular, a fragment of the Penn Treebank was
lexico-semantically tagged by means of PWN
senses (Palmer et al., 2000). The Portuguese Tree-
bank Floresta sintd(c)tica (Alfonso et al., 2002)
was annotated by means of a predefined hierarchy
of semantic tags called semantic prototypes (Bick,
2006).

An interesting example is the Italian Syntactic-
Semantic Treebank (Montemagni et al., 2003b;
Montemagni et al., 2003a), which lexico-semantic
annotation is based on ItalWordNet (IWN)
(Roventini et al., 2000) sense repository being a
part of EuroWordNet. When more than one IWN
sense applies to the context being tagged, un-
derspecification is allowed (expressed by disjunc-
tion/conjunction of senses). Special tags allow
marking the lack of a corresponding sense in IWN,
metaphoric or methonymic usage of words or ex-
pressions, diminutive and augmentative deriva-
tives, and idioms. Moreover, named entities are
tagged with their (rather coarse) semantic types.

3 Data resources

Presented work is based on two resources: the Pol-
ish Treebank Skfadnica and the Polish Wordnet
called Stowosiec¢ (English acronym PLWN).

3.1 Sktadnica

Sktadnica (Swidzifiski and Woliiski, 2010;
Woliniski et al., 2011) is a bank of constituency
parse trees for Polish sentences taken from se-
lected paragraphs in the balanced manually-
annotated subcorpus of the Polish National Cor-
pus (NKJP). To attain consistency of the treebank,
a semi-automatic method was applied: trees were
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generated by an automatic parser! and then se-
lected and validated by human annotators. The
resulting version 0.5 of Skfadnica contains 8241
manually validated trees.

As a consequence of the method used, some
sentences do not have any correct parse tree as-
signed, if Swigra did not generate any tree for a
particular sentence or no generated tree has been
accepted as correct one.

Parse trees are encoded in XML, each parse be-
ing stored in a separate file. The parse tree of sen-
tence Taki byt u nas zwyczaj od pokolen. (‘There
was such a habit among us for generations.’) in
Sktadnica is shown in Fig. 1.

3.2 Polish wordnet—Stowosiec

In contrast to NKJP annotation, we decided to
annotate tokens with very fine-grained semantic
types represented by wordnet synsets. For this
goal, we used PLWN (Piasecki et al., 2009).

PLWN is a network of lexico-semantic rela-
tions, an electronic thesaurus with a structure
modelled on that of the Princeton WordNet and
those constructed in the EuroWordNet project.
Polish WordNet describes the meaning of a lexi-
cal unit comprising one or more words by placing
this unit in a network representing relations such
as synonymy, hypernymy, meronymy, etc.

A lexical unit (LU) is a string which has its mor-
phosyntactic characteristics and a meaning as a
whole. Therefore, it may be an idiom or even a
collocation, but not a productive syntactic struc-
ture (Derwojedowa et al., 2008). An LU is rep-
resented as a pair (lemma, meaning), the last be-
ing a natural number. Technically, any LU also
has its unique numeric identifier. Each lexical unit
belongs to a synset, which is a set of synonyms.
Synsets have their unique numeric identifiers as
well. A fragment of the table of triples (identifier,
lemma, meaning) is presented in Fig. 2.

Version 2.0 of PLWN is used for the semantic
annotation of tokens. It contains 106438 lemmas,
namely 17486 verb lemmas, 77662 noun lemmas
and 11290 adjective lemmas, 32199 of them (7234
verb, 20625 noun and 4340 adjective lemmas) be-
ing ambiguous. The number of lexical units is
160100 (31980 verb, 109967 noun and 18153 ad-
jective units). On the other hand, named entity an-
notation was performed by means of PLWN 1.6.

'Swigra parser (Woliriski, 2005) based on the revised

version (Swidzifiski and Wolifiski, 2009) of metamorphosis
grammar GFJP (Swidziﬁski, 1992).
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Figure 1: Exemplary parse tree from Skfadnica

124 aparycija 1
136 apteka 1
139 arbiter 2
198 atrybut 3
199 atrybut 1
18382 atrybut 2
19474 arbiter 1

Figure 2: The fragment of the table of triples
(identifier, lemma, meaning) of PLWN 1.6

3.2.1 Named entities in PLWN

Polish WordNet contains some number of named
entities, selected rather randomly. They are rep-
resented in the same way as common words, by
means of lexical units. LUs representing NEs are
grouped in synsets as well, since the same object
can be identified by means of several NEs (e.g., a
full name and its acronym). The only difference is
that they are connected by ‘type’ and ‘instance’
relations instead of ‘hypernym’ and ‘hyponym’.

The representation of NEs in PLWN is far from
satisfactory. Therefore, a table of names (a sort
of a gazetteer) has been created, in which a list of
semantic types represented by PLWN synset iden-
tifiers is assigned to every NE lemma. The order
of synsets in a list reflects their preference.

4 Principles of annotation

4.1 The scope of annotation

PLWN contains lexical units of three open parts
of speech: adjectives, nouns and verbs. There-
fore, only tokens belonging to these POS are anno-
tated. This concerns abbreviations and acronyms
as well?.

2 Acronyms usually are named entities.
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Unfortunately, it does not contain adverbs so
far, hence we have no possibility of annotating
them. This causes a kind of inconsistency in an-
notation, which we hope to correct in the future.

On the other hand, only sentences having parse
trees are annotated. The reason for this is that
corresponding LUs are assigned to terminal nodes
representing tokens being annotated. This feature
can limit applicability of the resulting resource in
WSD.

In the case of tokens being elements of multi-
words named entities, the human annotators were
free to decide whether they should be annotated.
The reason is that some NEs (mainly names of in-
stitutions) are compositional.

Semantic annotation is introduced into XML
structure of a parse tree as a new type child el-
ement of the element node: a terminal node
(element plwn_interpretation) for com-
mon words and a nonterminal node (element
named) for named entities. All LUs from
PLWN with the corresponding lemma (and POS)
are included, the correct ones having the at-
tribute chosen="true" (see Fig. 3 for the noun
pokolenie—generation). The attribute polysemy
is used to indicate whether the list of lemmas is
a singleton or not. Storing all LUs enables to
check what choices were accessible for human or
automatic annotators during the process of anno-
tation. The actual annotation is not ambiguous.

In PLWN, there are also units whose lemmas
differ only in letter case (lower- vs. uppercase).
If the attribute case_agreement has the value
true, only LUs with the lemma identical with
the token lemma are considered. Otherwise, the
chosen LU lemma differs from the token lemma



<plwn_interpretation sem_id="sem_5">
<plwn_units case_agreement="true"
polysemy="true">
<unit luid="sem_5-sv1"
chosen="true">
<lubase>pokolenie</lubase>
<lusense>1</lusense>
<luident>20791</luident>
<synset>2418</synset>
</unit>
<unit luid="sem_5-sv2">
<lubase>pokolenie</lubase>
<lusense>2</lusense>
<luident>5921</luident>
<synset>7789</synset>
</unit>
</plwn_units>
</plwn_interpretation>

Figure 3: XML representation of a polysemic
common word

in that aspect (and all corresponding LUs are in-
cluded).

Additionally, the root element is augmented
with three attributes, name-plwn_version,
sense-plwn_version, final-plwn_
version pointing out which version of PLWN
was used for a particular phase of semantic an-
notation. Certainly, it is possible that these three
parameters are equal, but since both resources are
under long-lasting intensive manual development,
this is highly unlikely. The procedure of updating
the annotation to the current version of resources
(Hajnicz, 2013a) has been elaborated (the third
attribute).

The Table 1 summarises the XML elements ant
their attributes used for lexico-semantic level of
annotation. The element plwn_units is used
for standard annotation, as in Fig. 3, the ele-
ment other_units is used for synonyms, hy-
pernyms, multi-element units etc., whereas the
element derived_units is used for gerunds
and participles (see Fig. 4). The attributes
type, relat, and chosen are optional; the
attributes deriv_type and deriv_dest ap-
pear in plwn_units only if the element
derived_units is present (see section 4.2.4).

4.2 Non-standard annotation

Apart from the standard annotation involving lexi-
cal units of the same lemma as a token itself, some
tokens are tagged in a special way, including:

e multi-word units,

e verb lemmas including reflexive marker sig,
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e synonyms and hypernyms.

For such annotations, the XML element
other_unitsinstead of plwn_units isused,
having the attribute relat determining the type
of special annotation.

If LUs having the same lemma as a token under
annotation occur in PLWN, then the correspond-
ing plwn_units element appears in the corre-
sponding plwn_interpretation. However,
no of its units are provided with the attribute
chosen="true", as they were not adequate in-
terpretation of a token in a particular context. Note
also that the attribute case_agreement is not
considered forother units, as the lemma of
LUs is different from the lemma of a token, hence
their case cannot be compared.

4.2.1

PLWN contains a growing number of multi-word
units. In PLWN 2.0, 12% of units have multi-word
lemmas: (15% nouns LUs, 5% verb LUs and only
0.2% adjective LUs). There are two kinds of such
units:

Multi-word units

e units specifying the meaning of the head of
lemma, e.g., szkota podstawowa (‘primary
school’) is a school; such LUs are hyponyms
of units representing the head of their lem-
mas;

units changing the meaning of the head of
lemma, e.g., centrum handlowe (‘shopping
centre’) is not a centre; such LUs are not con-
nected with any unit representing the head of
their lemmas.

In the first case, the annotation of tokens using the
single-word hypernym is correct, even though less
precise. In the second case, using a multi-word
expression is indispensable to obtain the correct
annotation. In any case, the attribute relat gets
the value multi-unit.

As in the standard case, multi-word LU anno-
tation is attached to individual tokens. The rea-
son for this is twofold. First, due to its structure,
Sktadnica may not contain a single node corre-
sponding to the relevant expression. For instance,
the expression szkoty podstawowej w Tychnowach
(‘primary school in Tychnowy’) from the sentence
Adam [...] chodzi do Il klasy szkoty podstawowej
w Tychnowach (‘Adam attends the III class of the
primary school in Tychnowy’), is represented in
Sktadnica by a single node, having three child



Table 1: XML representation for lexico-semantic level of annotation

elements attribute values
plwn_interpretation sem_id identifier
type multi-element, grammatical, foreign, lack,
neologism, prep-element, wrong-lemma
plwn_units, derived_units, other_units polysemy true, false
plwn_units, derived_units case_agreement true, false
deriv_type ger, pact, ppas
plwn_units deriv_dest lemma
derived_units deriv_source lemma
other_units relat refl, multi-unit, synonym, hypernym
unit Tuid identifier
chosen true, match

nodes corresponding to szkoty (‘school’), podsta-
wowej (‘primary’) and w Tychnowach (‘in Tych-
nowy’), and no node corresponding to szkoty pod-
stawowej (‘primary school’). Secondly, there are
sentences in which only the heads of such ex-
pressions occur (e.g., Lubimy zaglada¢ do takich
duzych centrow—*We like to visit such big [shop-
ping] centres’).

If a multi-word expression (present in PLWN)
is semantically compositional, its non-head ele-
ments are annotated in the standard way. Other-
wise, the element plwn_interpretation ob-
tains the attribute type="multi-element".

4.2.2 Verb lemmas with the reflexive marker

As in other Slavic languages, in Polish, the re-
flexive marker sig can form an integral part of the
lemma of a verb’. In Polish, si¢ is a separate ortho-
graphic word, not attached to a verb. Verbs with
and without sig included in their lemma have dif-
ferent meaning and are represented by means of
separate LUs. For instance, zaleca¢ means ‘to rec-
ommend, to order’, whereas zalecac sig means ‘to
make advances (to somebody)’. 9% of LUs have
lemmas with the reflexive marker (23% of verbs,
6,5% of nouns: 23% of gerunds, as could be ex-
pected).

If a verb token is annotated in such a way, its an-
notation contains the attribute relat="refl".
It is considered separately from typical multi-word
expressions, since it is a linguistic feature com-
pletely different and independent from colloca-
tions. In particular, there are verbal multi-word ex-

3Some occurrences of sig, namely impersonal, strictly re-
flexive and reciprocal, are not part of a verb lemma.
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pressions in spite of the occurrence of the reflexive
marker (e.g., poda¢ sie do dymisji—‘to demit’).

4.2.3 Synonyms and hypernyms

It is almost impossible that there is a correspond-
ing lexical unit in PLWN for every token in Skfad-
nica, since both words and their meanings exhibit
Zipfian distribution, the more so as PLWN is a re-
source under intensive development.

SemCorr and the Italian Syntactic-Semantic
Treebank apply special tags for such tokens. How-
ever, such a solution limits the information about
the missing senses to informal textual comments.
We decided to introduce annotation using syn-
onyms or hypernyms. Such annotation locates the
absent meaning of a word in a structure of PLWN
as precisely as possible. The attribute relat of
the corresponding other_units element gets
the value synonym or hypernym, respectively.

Hypernyms are used if synonyms of absent LUs
do not occur in PLWN. Usually, synonyms for ab-
sent noun units are proportionally easy to estab-
lish, but adjective units and verb units are approx-
imated by their hypernyms much more often.

The annotation by means of synonyms and hy-
pernyms is used for tokens lemmatised improp-
erly in Skfadnica (type="wrong-lemma"),
and for foreign-language words tagged mor-
phosyntactically as verbs, nouns or adjectives
(type="foreign™").

This kind of annotation allows for finding a cor-
rect interpretation of tokens by means of newly-
added LUs during an update of lexico-semantic
annotation of Skfadnica to the new version of
PLWN (Hajnicz, 2013a).



A similar procedure is applied for spelling er-
rors (type="spelling"). The difference be-
tween spelling errors and improper lemmatisations
is that the latter are supposed to be corrected.

4.2.4 Gerunds and participles

Gerunds and participles are lemmatised to verb
lemmas in Skfadnica, hence they have obtained
a verb interpretation. Nevertheless, they occur
in sentences in nominal and adjectival positions,
hence it would be natural to interpret them as
nouns and adjectives, respectively.

PLWN 2.0 contains a lot of gerunds (27% of
noun units) and a considerably smaller amount
of participles (1.2% of adjective units). Each of
them is connected with the verb unit it is de-
rived from by means of inter-paradigmatic syn-
onymy. Therefore, they obtain double inter-
pretation, both by means of verbal and nomi-
nal/adjectival units (see Fig. 4 for the gerund
funkcjonowanie—functioning).

4.3 Tokens without semantic interpretation

The procedure of annotation assumes providing
as many verb, noun and adjective tokens with
lexico-semantic annotation as possible. However,
there are some exceptions to this rule. First, in-
dividual elements of named entities and multi-
words expression need not be interpreted, having
the attribute type equal to name—element or
multi-element, respectively. For the tokens
for which finding an interpretation (even by means
of a hypernym) fails, this attribute equals lack.

Next, tokens having a grammatical function in a
sentence only are not semantically interpreted and
tagged as grammatical. This concerns mainly
future forms of the verb by¢ (fo be) forming future
tense, e.g., Zarobki wszystkich nauczycieli bedq
rosty co rok (‘Earnings of all teachers will grow
every year’), forms of the verb by¢ (‘to be; will’)
and zosta¢ (‘to become’) forming passive voice,
e.g., Maciej R. zostat juz dyscyplinarnie zwolniony
(‘Maciej R. was already dismissed on grounds of
discipline’). Non-anaphoric occurrences of pro-
nouns are treated in the same way.

In Polish, there exist compound prepositions
composed of a simple pronoun and a noun, e.g.,
na temat (‘on the subject of’). Some of them
were represented in Skfadnica as standard PPs,
with their NP complement represented as a modi-
fier of the noun element of the whole preposition.
Such mistagged tokens have not been not seman-
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tically interpreted, obtaining instead the attribute
type="prep-element".

5 Assessment of a sentence

In spite of lexico-semantic interpretation at the
level of single tokens, the assessment procedure
involves annotation of a whole sentence. There
are following assessment marks:

1. fully annotated sentence,
lack of corresponding lemma,
lack of corresponding LU,
occurrence of anaphora,
occurrence of ellipsis,
occurrence of metaphor,

occurrence of metonymy,

incorrect lemmatisation of a token,

A e R I

incorrect sentence.

The first category requires that the annotation of
all autosemantic tokens in the sentence is correct
and final, the last one means that the sentence has
not been annotated at all. Other marks concern
particular problems and phenomena occurring in
the sentence, hence several such marks can be at-
tached to it, forming a list of assessments. In par-
ticular, the 3rd assessment means that there is no
lexical unit in PLWN corresponding to a particular
word meaning in context, whereas the 2nd assess-
ment means that the whole lemma was not consid-
ered in PLWN.

We decided to attach information about
metaphorical or metonymical usage to whole sen-
tences instead of tokens, contrary to the Italian
Syntactic-Semantic Treebank. The reason for
this is that, in our opinion, they are expressed
through the relations between the words rather
than through any particular words.

The assessments can be used for several pur-
poses. First, the user can search Sktadnica for sen-
tences having particular features (i.e, metaphori-
cal ones). Second, the information of lacking LUs
and whole lemmas can be used for PLWN devel-
opment and updating Sktadnica to new versions of
PLWN (Hajnicz, 2013a). Finally, such an infor-
mation can be used for WSD training and evaluat-
ing, and for determining selectional preferences of
predicates, we are particularly interested in.



<plwn_interpretation sem_id="sem_2">

<plwn_units case_agreement="true" polysemy="false"
deriv_type="ger" deriv_dest="funkcjonowanie">

<unit luid="sem_2-sv1"

chosen="match">

<lubase>funkcjonowac¢</lubase>

<lusense>1</lusense>
<luident>1824</luident>
<synset>54227</synset>
</unit>
</plwn_units>

<derived_units case_agreement="true" polysemy="false"
deriv_type="ger" deriv_source="funkcjonowadc">

<unit luid="der_2-sv1"

chosen="true">

<lubase>funkcjonowanie</lubase>

<lusense>1</lusense>

<luident>126208</luident>

<synset>91200</synset>
</unit>
</derived_units>
</plwn_interpretation>

Figure 4: XML representation of a gerund semantic interpretation

6 Conclusions

In this paper, we have presented the principles
of lexico-semantic annotation of Sktadnica Tree-
bank by means of Polish WordNet lexical units.
We have devoted the most attention to issues con-
nected with PLWN usage.

The procedure of semantic annotation of Skfad-
nica is not finished yet. The 8283 sentences in
Sktadnica contains 49264 nouns, verbs and adjec-
tives for annotation, and 17410 of them belonging
to 2785 (34%) sentences has been already anno-
tated. For 2072 tokens (12%), the LU appropriate
in the context has not been found in PLWN.

Applying annotation by means of (potential)
synonyms or hypernyms of units absent in PLWN
seems to be the main novelty of our approach, the
more so as PLWN is a resource still under in-
tensive development. Therefore, sentence assess-
ments allow for easily finding the set of sentences
containing tokens without a final interpretation,
whereas synonyms and hypernyms used for their
approximate annotation will facilitate their locali-
sation in the PLWN structure.

PLWN contains a rich set of lexical and
synset relations, including diminutive, augmen-
tative, feminine derivatives, etc. Such relations
could be used in the case of absence of the LU ap-
propriate for a token, in spite of synonyms and hy-
pernyms. However, this would further complicate
the process of annotation and, as a consequence,
increase the risk of errors during manual anno-
tation. Similarly, we resigned from using inter-
paradigmatic synonymy and hypernymy for anno-
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tating derivatives belonging to different POS.

More details about the procedure and the results
of manual annotation could be found in (Hajnicz,
2013c).
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Abstract

Automatic translations of WordNet have
been tried to many different target lan-
guages. JAWS is such a translation for
French nouns using bilingual dictionaries
and a syntactic language model. We im-
prove its precision and coverage, complete
it with translations of other parts of speech
and enhance its evaluation method. The
result is named WoNeF. We produce three
final translations balanced between pre-
cision (up to 93%) and coverage (up to
109 447 (literal, synset) pairs).

1 Introduction

Reproducing the lexicographic work of WordNet
(Fellbaum, 1998) for other languages is costly and
difficult to maintain. Even with some theoretical
problems, (Fellbaum and Vossen, 2007; de Melo
and Weikum, 2008) show that translating Prince-
ton WordNet literals while keeping its structure
and its synsets leads to useful linguistic resources.
WordNet automatic translations use the expand
approach: its structure is preserved and only lit-
erals are translated. Three main techniques rep-
resent this approach in the literature. The sim-
plest one seeds WordNet using bilingual dictionar-
ies (Rigau and Agirre, 1995), which can be filtered
manually by lexicographers (Vossen, 1998; Tufis
et al., 2004). A second translation method uses
parallel corpora, which avoids the use of dictionar-
ies that may cause lexical bias. Back-translations
between Norwegian and English were first ex-
plored (Dyvik, 2002), while (Sagot and FiSer,
2008) combine a multilingual lexicon and the dif-
ferent BalkaNet wordnets to help disambiguation.
Finally, the bilingual dictionaries extracted from
the Wiktionary and the Wikipedia interlanguage
links allow to create new wordnets (de Melo and
Weikum, 2009; Navigli and Ponzetto, 2010) or im-
prove existing ones (Hanoka and Sagot, 2012).

Three French WordNets exist. The French Eu-
roWordNet (Vossen, 1998) has a limited coverage
and requires significant improvements to be used
(Jacquin et al., 2007). It is also neither free nor
freely accessible, which prevented the community
from using and improving it. WOLF is a second
French translation originally built using parallel
corpora (Sagot and Fiser, 2008) and since then ex-
panded using various techniques (Apidianaki and
Sagot, 2012). WOLF is distributed under a free
LGPL-compatible license. Finally, JAWS (Mou-
ton and de Chalendar, 2010) is a translation of
WordNet nouns developed using bilingual dictio-
naries and a syntactic language model.

Our work expands and improves the techniques
used in JAWS and evaluates it based on the adjudi-
cation of two annotators work. The result is called
WoNeF! and is distributed under the LGPL-LR li-
cence. To our knowledge, all current WordNet ma-
chine translations only exist in one version where
the authors decide what metric to optimize. We
provide such a version, but add two resources that
can serve different needs and have been obtained
using different means. The main WoNeF has an F-
score of 70.9%. Another version has a precision of
93.3%, and the last one contains 109 447 (literal,
synset) pairs. The main contributions of this pa-
per are the improvement and completion of JAWS
with all parts of speech (section 3) and its eval-
uation (sections 4 and 5). The evaluation is done
through an adjudication itself validated by measur-
ing the inter-annotator agreement, which validates
the expand approach to translate WordNet.

2 JAWS

2.1 Translation process

JAWS was built with a weakly supervised algo-
rithm that does not require any manually anno-

!This work was partially funded by the ANR ASFALDA
ANR-12-CORD-0023 project.



tated data, only the links between the French and
English Wiktionaries and a target syntactic lan-
guage model. The language model was trained
on a large corpus extracted from the Web (Grefen-
stette, 2007). The corpus was analyzed by LIMA
(Besancon et al., 2010), a rule-based parser pro-
ducing fine-grained syntactic dependencies. For
a given relation » and a word z, the language
model indicates what are the first 100 words co-
occurring most frequently with x through the re-
lation . Thanks to the dictionary, JAWS does not
need to select each synset literals from the entire
vocabulary but only among a small number of can-
didates (9 on average). The translation process
is done in three steps. First, an empty wordnet
is created, preserving WordNet structure, but with
no literal associated to synsets. Then, the easiest
translations among dictionaries candidates are se-
lected to start filling JAWS. Finally, JAWS is ex-
tended incrementally using the language model,
relations between synsets and the existing JAWS.

Initial selectors Four algorithms called initial
selectors choose correct translations among those
proposed by the dictionary. First, words appear-
ing in only one synset are not ambiguous: all their
translations are added to the French wordnet. This
is the monosemy selector. For example, all trans-
lations of grumpy are selected in the only synset
where it appears. Second, the uniqueness selector
identifies words with only one translation and se-
lects this translation in all synsets where the words
appear. The five synsets containing pill in English
are thus completed with pilule. These two first
selectors were previously used in (Atserias et al.,
1997) and (Benitez et al., 1998). A third selector
translates words that are not in the dictionary us-
ing the English word itself: the direct translation
selector. A fourth selector uses the Levenshtein
edit distance: despite some false friends, if the dis-
tance between an English word and its translation
is short, it can be considered that they have the
same sense. Two examples are portion and uni-
versity).

JAWS expansion JAWS being partially filled, a
new expansion phase leverages the relationships
between WordNet synsets to propose new transla-
tions. For example, if a synset S1 is a meronym
of a synset S2 in WordNet and there is a context
where a selected literal in S1 is a meronym of a
candidate literal C in S2, then the literal C is con-

sidered correct. The translation task is thus re-
duced to the task of comparing on the one hand the
lexical relations between WordNet synsets and on
the other hand the lexical relations between French
lexemes.

Let’s take as an example the literal quill which
can be translated to piquant or plume (Figure 1).
In WordNet, quill is a meronym of porcupine
which has already been translated by porcupine
by an initial selector. In the language model, pi-
quant is a noun modifier of porcupine but this is
not the case of plume. Here, the noun-complement
relation implies meronymy. It is thus piquant that
must be chosen as the correct translation of quill.
The language model allowed to choose between
the two possible translations.

A potential problem with this approach could be
that the noun modifier relationship is not limited to
meronymy. For example, mémoire in the language
model comes from a book entitled Mémoires d’un
porc-épic (“Memoirs of a porcupine”). Fortu-
nately, mémoire is not in the quill translation can-
didates and thus cannot be chosen. Paradoxically,
the language model cannot choose between two
very different words, but is able to choose the cor-
rect translation of a polysemous word. While auto-
matically translating WordNet only with a dictio-
nary or a syntactic language model is impossible,
combining the two resources can solve the prob-
lem.

Each such syntactic selector follows the same
principle as the meronymy selector and translates
new synsets by identifying relationships between
lexemes through the syntactic language model.
The match between the noun modifier relation and
the meronymy relation is direct, but this is not the
case for all relations: there is for example no syn-
tactic relationship that directly expresses the syn-
onymy between two literals. For these relations,
JAWS uses second order syntactic relations (Lenci
and Benotto, 2012). See (Mouton and de Chalen-
dar, 2010) for more details and other selectors.

2.2 JAWS limits

JAWS suffers from two main limitations. Above
all, it only contains nouns, which prevents its use
in many applications. Also, its evaluation proce-
dure makes it difficult to judge its quality. Indeed,
JAWS was evaluated by comparing it to the French
EuroWordNet and WOLF 0.1.4 (released in 2008).
These two French wordnets are not gold standards:



Synset S1
- English : quill

meronym of

Synset S2
- English : porcupine, hedgehog

- French : piquant? plume?
(a stiff hollow protective spine)

mémoire, piquant, poil,

(WordNet relation)

noun modifier of

- French : porc-épic
(relatively large rodents with
sharp erectile bristles)

épine, yéti, ragoit, grotte, ...

(language model)

porc-épic

Figure 1: Translation through the part-of meronym relation.

they suffer from either limited coverage or limited
accuracy. The authors decided to supplement this
limited evaluation by a manual evaluation of lit-
erals that do not exist in WOLF, but it has been
done on 120 (literal, synset) pairs only by a single
annotator. The accuracy of JAWS is evaluated to
67.1%, which is lower than WOLF 0.1.4 and sig-
nificantly lower than the accuracy of WOLF 1.0b.
Furthermore this score should be taken with cau-
tion because of the size of the test sample: the con-
fidence interval is approximately 25%.

3  WoNeF: JAWS improved and extended
to other parts of speech

This section presents three key enhancements that
have been made to JAWS and its extension to
cover verbs, adjectives and adverbs. A change that
is not detailed here is the one that led to a dramat-
ically higher execution speed: JAWS built in sev-
eral hours versus less than a minute for WoNeF,
which helped to run many more experiments.

3.1 Initial selectors

JAWS initial selectors are not optimal. While we
keep the monosemy and uniqueness selectors, we
changed the other ones. The direct translation se-
lector is deleted as its precision was very low, even
for nouns. A new selector considers candidate
translations coming from several different English
words in a given synset: the multiple sources se-
lector, a variant the variant criterion of (Atserias et
al., 1997). For example, in the synset line, railway
line, rail line, the French literals ligne de chemin
de fer and voie are translations of both line and
railway line and are therefore chosen as transla-
tions.

Finally, the Levenshtein distance selector has
been improved. 28% of English vocabulary is
of French origin (Finkenstaedt and Wolff, 1973)

and anglicization produced predictable changes.
It is possible to apply the same changes to the
French candidate literal before computing the Lev-
enshtein distance, bringing related words closer.
We remove diacritics before applying several op-
erations to word tails (Table 1). For example, re-
versing the "r" and "e" letter takes into account
(ordrelorder) and (tigreltiger). 2 As before, false

friends are not taken into account.

3.2 Learning thresholds

In JAWS, each English literal can only correspond
to the highest scoring French translation, regard-
less of the scores of lower-rated translations. This
rejects valid candidates and accepts wrong ones.
For example, JAWS does not include particulier
in the human being synset because personne is al-
ready included with a higher score.

In WoNeF, we learned a threshold for each part
of speech and selector. We first generated scores
for all (literal, synset) candidate pairs, then sorted
these pairs by score. The 12 399 pairs present in
the WOLF 1.0b manual evaluation (our training
set) were considered to be correct, while the pairs

>The Damerau-Levenshtein distance which takes into ac-

count transpositions anywhere in a word (Damerau, 1964) led
to poorer results.

-que -k banque —  bank
-aire -ary tertiaire —  tertiary
eur er chercheur — researcher
ie y cajolerie  — cajolery
-t€ -ty extremitt — extremity
-re  -er  tigre —  tiger
ais ese libanais — lebanese
-ant -ing changeant — changing

Table 1: Changes to French word tails before
applying the Levenshtein distance.



outside this set were not. We then calculated the
thresholds maximizing precision and F-score.

Once these thresholds are defined, the selec-
tors choose all candidates above the new thresh-
old. This has two positive effects: valid candidates
are not rejected when only the best candidate is
already selected (improving both recall and cov-
erage) and invalid candidates which were previ-
ously accepted are now rejected thanks to a stricter
threshold (increasing precision).

3.3 Vote

After applying all selectors, our WordNet is large
but contains some noisy synsets. In WoNeF, noise
comes from several factors: selectors try to in-
fer semantic information from a syntactic analy-
sis without taking into account the full complex-
ity of the syntax-semantics interface; the parser
itself produces some noisy results; the syntactic
language model is generated from a noisy corpus
extracted from the Web (poorly written text, non-
text content, non French sentences); and selected
translations in one step are considered valid in the
following steps while this is not always the case.

For the high-precision resource, we only keep
literals for which the selectors were more confi-
dent. Since multiple selectors can now choose a
given translation (section 3.2), our solution is sim-
ple and effective: translations proposed by multi-
ple selectors are kept while the others are deleted.
This voting principle is inspired from ensemble
learning in machine learning. It is also similar to
the combination method used in (Atserias et al.,
1997) but we can avoid their manual inspection of
samples of each method thanks to the development
of our gold standard.

This cleaning operation retains only 18% of
translations (from 87 757 (literal, synset) pairs to
15 625) but the accuracy increases from 68.4% to
93.3%. This high precision resource can be used
as training data for other French WordNets. A
typical voting methods problem is to choose only
easier and poorly interesting examples, but the
resource obtained here is well balanced between
synsets containing only monosemic words and
other synsets containing polysemous and more
difficult to disambiguate words (section 5.2).

3.4 Extension to verbs, adjectives and
adverbs

The work on JAWS began with nouns because they
represent 70% of the synsets in WordNet. We

continued this work on all other parts of speech:
verbs, adjectives and adverbs. Here, generic selec-
tors have been modified, but in the future, we will
develop selectors taking into account the different
parts of speech characteristics in WordNet.

Verbs Selectors chosen for verbs are the unique-
ness and monosemy selectors. Indeed, the Leven-
shtein distance gave poor results for verbs: only
25% of the verbs chosen by this selector were cor-
rect translations. For syntactic selectors, only the
selector by synonymy gave good results, while the
selector by hyponymy had the performance of a
random classifier.

Adjectives For adjectives, all initial selectors
are chosen, and the selected syntactic selector is
the selector by synonymy.

Adverbs The configuration is the same than for
adjectives. We have no gold standard for adverbs,
which explains why they are not included in our
evaluation. However, comparison with WOLF
(section 5.4) shows that adverbs are better than
other parts of speech.

4 WoNeF': an evaluated JAWS

4.1 Gold standard development

Evaluation of JAWS suffers from a number of lim-
itations (section 2.2). We produced a gold stan-
dard for rigorous evaluation to evaluate WoNeF.
For nouns, verbs and adjectives, 300 synsets have
been annotated by two authors of this paper, both
computational linguists, both native French speak-
ers and respectively with a background in com-
puter science and linguistics. For each candi-
date provided by our translation dictionaries, they
had to decide whether or not it belonged to the
synset. They used WordNet synsets to examine
their neighbors, the Merriam-Webster dictionary,
the French electronic dictionary TLFi and search
engines to demonstrate the use of different senses
of the words in question. Because dictionaries do
not provide candidates for all synsets and some
synsets have no suitable candidate, the actual num-
ber of non-empty synsets is less than 300 (section
4.2).

During manual annotation, we encountered dif-
ficulties arising from the attempt to translate the
Princeton WordNet to French. Most problems
come from verbs and adjectives appearing in a col-
location. In WordNet, they can be grouped in a



way that makes sense in English, but that is not
reflected directly in another language. For exam-
ple, the adjective pointed is the only element of
a synset defined as Direct and obvious in mean-
ing or reference, often unpleasant, “a pointed cri-
tiqgue”, “a pointed allusion to what was going
on”, “another pointed look in their direction”.
These three examples would result in three differ-
ent translations in French: une critique dure, une
allusion claire and un regard appuyé. There is no
satisfactory solution in translating such a synset:
the resulting synset contains either too many or too
few translations. We view this issue as a mainly
linguistic one in the way WordNet has grouped
those three usages of pointed. We marked the con-
cerned synsets and will handle them in a future
work, either manually or with other approaches.
These granularity problems concern 3% of nomi-
nal synsets, 8% of verbal synsets and 6% of adjec-
tival synsets.

The other main difficulty stems from transla-
tions in our bilingual dictionaries. Rare meanings
of a word are sometimes missing. For example,
there is a WordNet synset containing the egg verb
for its coat with beaten egg sense. Our dictionar-
ies only consider egg as a noun: neither our gold
standard nor JAWS can translate this synset. This
case appeared rarely in practice, and none of these
senses are in the most polysemous synsets (BCS
synsets as defined in section 5.2), confirming that
it doesn’t affect the quality of our gold standard for
the most important synsets. Yet WoNeF could be
improved by using specific dictionaries for species
(as in (Sagot and FiSer, 2008) with WikiSpecies),
medical terms, etc. Unwanted translations are an-
other issue. Our dictionaries translate unkindly to
sans aménité (without amenity) which is a com-
positional phrase. While such a translation is ex-
pected in a bilingual dictionary, it should not be
integrated in a lexical resource. The last diffi-
culty lied in judgment adjectives: for example,
there is no good translation of weird in French.
Although most dictionaries provide bizarre as a
translation, this one does not provide the stupid
aspect of weird. There is no translation that would
fit in all contexts: the synset meaning is not fully
preserved after translation.

4.2 Inter-annotators agreement

Table 2 shows the inter-annotator agreement mea-
sured through Fleiss kappa for the three annotated

Nouns Verbs Ad;.

Fleiss Kappa 0.715 0.711 0.663
Synsets 270 222 267
Candidates  6.22  14.50 7.27

Table 2: Gold standard inter-annotator agreement

parts of speech. Even if it is a discussed met-
ric (Powers, 2012), all existing evaluation tables
consider these scores as high enough to describe
the inter-annotator agreement as "good" (Gwet,
2001), which allows us to say that our gold stan-
dard is good. The expand approach for the transla-
tion of WordNets is also validated : it is possible to
produce useful resource in spite of the difficulties
mentioned in section 4.1.

5 Results

We present in this section the results of WoNeF.
We first describe the initial selectors and proceed
with the full resource. Our gold standard is di-
vided into two parts: 10% of the literals form the
validation set used to choose the selectors that ap-
ply to different versions of WoNeF, while the re-
maining 90% form the evaluation set. No train-
ing was performed on our gold standard. Precision
and recall are based on the intersection of synsets
present in WoNeF and our gold standard. Preci-
sion is the fraction of correct (literal, synset) pairs
in the intersection while recall is the fraction of
correctly retrieved pairs.

5.1 Initial selectors

For nouns, verbs and adjectives, we calculated the
efficiency of each initial selector on our develop-
ment set, and used this data to determine which
ones should be included in the high precision ver-
sion, the high F-score version and the large cover-
age one. Scores are reported on the test set.

Table 3 shows the results of this operation. Cov-
erage gives an idea of the size of the resource. De-
pending on the objectives of each resource, the se-
lected initial selectors are different. Since differ-
ent selectors can choose the same translation, the
sum of coverages is greater than the coverage of
the high coverage resource.

5.2 Global results

We now focus on the overall results which include
the application of initial selectors and syntactic se-
lectors (Table 4). The high-precision method also



P R F1 C

monosemy 71.5 76.6 74.0 54499
unicity 91.7 63.0 753 9533

mult. sources 64.5 45.0 53.0 27316
Levenshtein 619 29.0 393 20034
high precision 93.8 50.1 653 13867
high F-score 71.1 72,7 71.9 82730
high coverage 69.0 69.8 69.4 90248

Table 3: Top part: Precision, Recall and
F1-measure of initial selectors on all translations
(nouns, verbs and adjectives). Bottom part: scores
for various combinations of them. Coverage C is

the total number of pairs (literal, synset).

applies a vote (section 3.3). As in the previous
table, the coverage C is the number of (literal,
synset) pairs. Without using structure-based nor
conceptual distance-based selectors as in (Farreres
et al., 2010), we obtain a coverage at 93% preci-
sion for our French wordnet (15 625) equal to their
Spanish one (11 770) and larger than their Thai
one (2 013).

All synsets P R F1 C
high precision 93.3 51.5 664 15625
high F-score 689 73.0 70.9 88736
high coverage 60.5 74.3 66.7 109 447

BCS synsets P R F1 C

high precision 90.4 36.5 52.0 1877
high F-score 56.5 62.8 59.1 14405
high coverage 44.5 66.9 535 23166

Table 4: Global results for all synsets and BCS
synsets only.

In WordNet, most words are monosemous, but a
small minority of polysemous words are the most
represented in texts. It is precisely on this minority
that we wish to create a quality resource. To evalu-
ate this, we use the list of BCS (Basic Concept Set)
synsets provided by the BalkaNet project (Tufis et
al., 2004). This list contains 8 516 synsets lex-
icalized in six different translations of WordNet.
They should represent the most frequent synsets
and those with the most polysemous words. While
the high F-score and the high coverage resources
lose precision for BCS synsets, this is not the case
for the high precision resource. In fact, the vot-
ing mechanism makes the high-precision resource
very robust, even for the BCS synsets.

5.3 Results by part of speech

Table 5 shows the detailed results for each part
of speech. Concerning nouns, the high precision
mode uses two selectors, both based on the noun
modifier syntactic relation: the meronymy selector
described in section 2.1 and the hyponymy selec-
tor. The high precision resource for nouns is our
best resource. The high F-score version has an F-
score of 72.4%, which ensures that present (literal,
synset) pairs have good quality and that it does not
miss too many translations. The nominal version
is better than JAWS by 2.8% points of F-score.

P R F1 C
nouns 96.8 56.6 714 11294
PR verbs 684 419 520 1110
adj. 90.0 36.7 522 3221
nouns 71.7 732 724 59213
FIR JAWS 707 685 69.6 55416
verbs 489 76.6 59.6 9138
adj. 69.8 71.0 704 20385
nouns 61.8 784 69.1 70218
CR verbs 454 615 522 18844
adj. 69.8 719 70.8 20385

Table 5: Results by part of speech. Horizontal
parts give scores for the high-precision resource
(PR), the high-F1-measure one (F1R) and the
high coverage one (CR). JAWS containing only
nouns, it is compared with the high F-score
nominal WoNeF resource.

Results for verbs are lower. The main reason
is that verbs are on average more polysemous in
WordNet and our dictionaries than other parts of
speech: verbal synsets have twice as many can-
didates as nouns and adjectives synsets (Table 2).
This shows the importance of the dictionary to
limit the number of literals from which algorithms
must choose. The synonymy selector is the only
syntactic selector applied to verbs: it uses second-
order syntactic relations for three types of ver-
bal syntactic dependencies: if two verbs share the
same objects, they are likely to be synonyms or
near-synonyms. This is the case for dévorer and
manger which both accept the object pain. Other
syntactic selectors have not been used for verbs
because of their poor results. Indeed, while the
detection of hyponymy using only the inclusion of
contexts was effective on the nouns, it has the per-
formance of a random classifier for verbs. This



highlights the complexity of verbal polysemy.

For adjectives and verbs, only the synonymy
selector was applied. For high F-score and high
coverage resources, the same selectors (initial and
syntactic) are applied, which is why the results
are the same. While the inter-annotator agreement
was lower on adjectives than on verbs, results are
much better for adjectives. This is mainly due to
the number of candidates from which to select:
there are twice as less candidates for adjectives.
This highlights the importance of dictionaries.

5.4 Evaluation against WOLF

Using our gold standard to compare WOLF and
WoNeF would unfairly penalize WOLF for all cor-
rect words not present in our dictionaries. Con-
versely, we cannot consider WOLF as a direct
reference as WOLF itself is not fully validated.
The last publication giving overall WOLF figures
(Sagot and Fiser, 2012) indicates a number of pairs
around 77 000 with 86% precision®. We thus com-
pare the intersections between the high-precision
WoNeF (93.3% precision) and WOLF 0.1.4 and
1.0b (Table 6). It shows that although WoNeF is
still smaller than WOLEF, it is a complementary
resource. The comparison of the differences be-
tween WOLF 0.1.4 and WOLF 1.0b is instructive
as it highlights WOLF improvements.

WOLF 0.14 C D @

Nouns 18.7 3.0 10526
Verbs 6.5 0.8 1743
Adjectives 269 5.8 3710
Adverbs 238 5.6 757
WOLF 1.0b C D )
Nouns 49.7 8.6 6503
Verbs 26.5 2.6 1338
Adjectives 36.4 133 2530
Adverbs 41.2 12.6 543

Table 6: Intersections between the high precision
WoNeF and WOLF 0.1.4 and 1.0b. C is the
percentage of WoNeF pairs included in WOLF
and D is the percentage of WOLF pairs included
in WoNeF. & is the number of new elements
contributed by WoNeF.

The €@ column gives the number of transla-
tions that are present in WoNeF but not in WOLF.

3The detailed results for WOLF 1.0b are not currently
available.

For nouns, verbs and adjectives, it means that
we contribute 10 914 new high precision (literal,
synset) pairs by merging WoNeF and WOLF 1.0,
in other words 94% of the high precision WoNeF
pairs which shows how much the two approaches
are complementary: different literals are selected.
This produces a French wordnet 10% larger than
WOLF with an improved accuracy. A merging
with the high F-score resource would be slightly
less precise, but it would provide 81 052 new (lit-
eral, synset) pairs comparing to WOLF 1.0b, re-
sulting in a merge containing 73 712 non-empty
synsets and 188,657 (literal, synset) pairs, increas-
ing WOLF coverage by 75% and the WoNeF one
by 63%.

Conclusion

In this work, we have shown that the use of a syn-
tactic language model to identify lexical relations
between lexemes is possible in a constrained en-
vironment and leads to results with a state of the
art precision for the task of translating WordNet.
We offer three different resources, each with a dif-
ferent purpose. Finally, we provide a validated
high quality gold standard that has enabled us to
demonstrate both the validity of the approach of
translating WordNet by extension and the validity
of our specific approach. This gold standard can
also be used to evaluate and develop other French
WordNet translations. WoNeF is freely avail-
able on http://wonef. fr/ under the LGPL-
LR licence. A web interface based on sloWTool
(Fi[Pleaseinsertintopreamble]er and Novak, 2011)
(initially developed for sloWNet, the Slovenian
WordNet) allows to browse the resulting Word-
Net online. The current distribution formats are
the DEB VisDic XML and WordNet-LMF formats.
This allows to integrate WoNeF into the Global
WordNet Grid and facilitates access and conver-
sions into any lexical resource format.

Future work on WoNeF will focus on verbs, ad-
jectives and adverbs, for which dedicated new se-
lectors may be considered to improve coverage.
For example, the synonymy selector can be ex-
tended to the WordNet adjectival quasi-synonymy
relationship because distributional semantic tech-
niques tend to identify quasi-synonyms rather than
synonyms.

Another important source of improvement will
be to enrich our syntactic language model by tak-
ing into account reflexive verbs and multi-word



expressions. We would also like to move towards a
continuous language model (Le et al., 2012). This
will be coupled with the collection of a more re-
cent and larger Web corpus analyzed with a recent
version of our linguistic analyzer. This will allow
us to measure the impact of the language model
quality on the WordNet translation.

The WOLF French wordnet was built using sev-
eral techniques. Merging WoNeF and WOLF will
soon improve again the status of the French trans-
lation of WordNet: we are working with WOLF
authors to merge WOLF and WoNeF.
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Abstract English, Japanese and Finnish (Bond and Paik,
2012).

We have created an open-source mapping SD is designed for rapid construction and in-
between the SIL's semantic domains (used  yjitive organization of lexicons, not primarily for
for rapid lexicon building and organiza-  {he analysis of the resulting data. As a result,
tion for under-resourced languages) and  many potentially interesting relationships are only
WordNet, the standard resource for lexical implicitly realized. By linking SD to WN we
semantics in natural language processing.  can take advantage of the relationships modeled in
We show that the resources complement  \yN to make more of these explicit. For example,
each other, and suggest ways in which the  he semantic relations N would be a useful
mapping can be improved even further.  inpyt into SD while the domains hierarchy would
The semantic domains give more general  gnforce the existingVN relations. This will al-

domain and associative links, which word- 16y more quantitative computational modeling of
net still has few of, while wordnet gives under-resourced languages.

explicit semantic relations between senses,

X . It is currently an exciting time for field lexicog-
which the domains lack.

raphy with better tools and hardware allowing for
rapid digitization of lexical resources. Typically,
linguists tag text soon after they collect it. As se-

In this paper we compare, and Semi_automaticallynantic tags are integrated into the workflow, the
link using Python with NLTK (Bird et al., 2009), new words are instantly linked to structured data.
two very different approaches to organizing lex-We will make it possible to then link them to lan-
ical knowledge. The first is th&emantic Do- guages with fuller descriptions and formal ontolo-
mains (SD) from SIL International SDis a gies.

tool designed to aid in the rapid construction and In the following sections we introduce the re-
subsequent organization of lexicons for languagesources in more detail (Section 2), then describe
which may have no dictionary at all. The secondthe automatic mapping (Section 3). The results
is the linked concepts from theiordnet (WN)  of the mapping are presented (Section 4) and dis-
lexical databases, largely based on the Princetooussed (Section 5). BotBD andWN are freely
WordNet of English (Fellbaum, 1998). This lex- available under open licenses, and we release our
ical database was designed to be consistent witthapping in the same way (licensed with the Cre-
models of how human beings process languagative Commons Attribution License (CC-BY).

and is now widely used in natural language pro-

cessing. _ 2 Resources
SDis a standard tool in development of dictio-

naries for under-resourced languages. Wordnetg this section we introduce the resources. As
on the other hand, are primarily built for languageswordNet is more established in the field of com-
that already have many lexical resources, such asutational linguistics, we will mainly describe the

semantic domains.

1 Introduction

14SJL International is a [Christian] faith-based nonprofit
organization committed to serving language communitie
worldwide as they build capacity for sustainable language d 2See http://creativecommons.org/licenses/by/
velopment.’http://sil.org 3.0/
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2.1 Semantic Domains (SD) source license — Creative Commons Attribution-

SDis a standard tool in descriptive linguistics aid- ShareAlike license (CC-BY-SA).

ing in dictionary building and organization. It There are no explicit relational links between
comprises of nine major headings where similath® domains, although the most common tool
domains are placed close to each other. We shoised Wwith it (FLEX) allows for the addition
the two upper levels in Figure2There are sev- ©Of hypernym/hyponym, meronym/holonym,

eral versions in circulation for various regional @htonym/synonym andcalendar relations. We
languages, the latest version is DDP.v4, on whici$how more detailed of a group of domains in Fig-
SD is built. SD draws on a number of thesauri Yreé 1. The relations between super and sub do-
developed as tools for historical linguists (en-M&ins is generally random. Within each domain

abling them to track words despite sound Changggestions are Qesigned to elicit words assogiated
or meaning shift). An excellent example of suchWith the domain, and these can be related in al-
approach is Buck (1949), which is a dictionary of Most any way.

synonyms in principal Indo-European languagess 1 1 ysers

It contains more than 1,100 clusters of synonym§Ne took a survey among the users of SIL Tool-
grouped into 172 domains, listing related wordsbox and SIL Fieldworks on the respective on-
and reviewing their etymology and semantic his-

. . ine fora. Among the 12 respondents, DDP is
tory. It allows to detect changes in meaning an i e . .
mainly used to build dictionaries (72%), organize
replacement of older forms by newer forms, of

: ) . . them (63%), and let native speakers enrich them
colloquial or foreign origin.SD are also informed (54%). The option to produce language materi-
by English lexicographic resources, including the o P P guag

Contemporary American English (450m words). P b ty Y

. ) . tems such as WordNet (Fellbaum, 1998) and were
Multilingual versions ofSD are available, cov- ) N . .
. . . : planning to make their dictionaries available on-
ering currently besides English also Chinese,. =~ .
- ) : line in the future. The DDP tool has been used
French, Hindi, Indonesian, Khmer, Nepali, Rus-. ) .
) : : in several projects aimed to crowd-source the vo-
sian, Spanish, Telugu, Thai, and Urdu.

SD has been built into several standard software(:: abulary documentation. The RapidWords project

) . ._explores rapid vocabulary building where within
tools for language documentation and deSCFIptIOI’é weeks a substantial dictionary can be compiled

Z\lj(:;agosilé_;oolbox, SIL FieldWorks, and Wesaycounting up to 15,000 entriés
! L ] In our recent experience with Abuive were
Each domain includes: . . .
able to triple the size of the corpus-based lexicon
e a number for sorting purposes (about 2,500 entries which took around 10 years
to compile) in just four days, during a worksho
e a domain label (consisting of_a yvord or shortWi,[h jusﬁ 1)5 Atj)ui speakerZ. We efpect to easiIIC;/
phrgse that captures the basic idea of the dog0 over 15,000 words, when we continue for an-
main) other ten days next year. The structured intuitive
e a short description of the domain interface ofSDis extremely easy to grasp even for
native speakers of under-resourced languages who
e a series of questions designed to help peoplgnly have a basic literacy and received limited or
think of the words that belong to the domain ng formal training. It is a great resource to sub-
« ashort list of words under each question that'stantia_lly increase the amount of information on
belong to the domain. the lexicons of under-resourced Iangua}g_(e_;.
The SD method opens up new possibilities for
We show examples of the domains in Figure 1refining linguistic analysis. As an example of such

The semantic domains are released under an op . _
- SFieldWorks Language Explorer (FLEX) is a tool for lan-
3The list of domains was developed by Ron Moe, a lin-guage documentation and analysistp://fieldworks.

guist working with SIL International, and originally cafle sil.org/flex/.

The Dictionary Development Process (DDP). 6Seenttp://rapidwords.net/

4See http://www.sil.org/computing/toolbox; 71ISO 639-3 abz: a language spoken by approximately
http://fieldworks.sil.org/;http://wesay. 16,000 speakers in the central part of the Alor Island inEast
palaso.org/ ern Indonesia.

41



1 Universe, creation test the predictions outlined in Kratochvil (2011).

Use this domain for general words refer- Linguistic description and the accuracy of linguis-
ring to the physical universe. Some lan- tic analysis will be improved by the compatibility
guages may not have a single word forthe — \ith \WWN, a standard resource in natural language
universe and may have to use a phrase such .

as rain, soil, and things of the sky’ or sky, processing.

land, and water’ or a descriptive phrase )

such as ’everything you can see’ or ‘every- 2.1.2 Access to Lexical Resources

thing that exists’. -
The structure of th&D further opens a possibility

Q Whatwords re:_er 0 e"eryth'”ﬁl we can Sdee? . to create useful and refined lexical resources for
— universe, creation, COsmos, neaven and eartn, . . .
macrocosm, everything that exists the language community, such as dictionaries and
language teaching materials.

1.1 Sky Dictionaries using DDP have already been
Use this domain for words related to the made available online in projects such as We-
Sky. bonary or E-kamus2.org for languages of Eastern
Q1 What words are used to refer to the sky? Indonesig There are many dictionaries in infor-
— sky, firmament, canopy, vault mal circulation, because there is no easy way to

Q2 What words refer tg the air around the earth? publish them online. By linkingD andWN, we
— air, atmosphere, airspace, stratosphere, ozone

layer open a possibility for small dictionaries to be pub-
Q3 What words are used to refer to the place or aredished in the multilingual WN environment, which

beyond the sky? is better established and supported.
heaven, space, outer space, ether, void, solar

system 2.2 Wordnet (WN)

A wordnet is a semantic lexicon modeled on the

Princeton WordNet (Fellbaum, 1998). Groups of
Use this domain for words related to the similar words® are grouped together into syn-
sun. ... onym sets (oisynset3 which are roughly equiv-

e Related domains: 8.3.3 Light, 8.3.3.2.1 Shadow,alent to concepts. A combination of a word and
8.4.1.2.3 Time of the day synset defines @ense Synsets are linked to-
Q1 What words refer to the sun? gether by semantic relations, predominartily-

— sun, solar, sol, daystar, our star peronymy and meronymy, but including many
Q2 Whatwords refer to how the sunmoves?  4ihars  Relations can also link senses to senses
— fise, set, cross the sky, come up, go down, sink synsets. Wordnets have been built for many

Q3 What words refer to the time when the sun rises? . . .
— dawn, sunrise, sunup, daybreak, cockcrow languages, in this research we use the Prince-
ton WordNet and the Wordnet Bahasa: a word-
net with Malay and Indonesian words linked to

1.1.1 Sun

1.1.1.1 Moon the Princeton WordNet structure (Nurril Hirfana at
I\U/lse this domain for words related to the al., 2011). Over twenty wordnets have been linked
oon. [...] together as the Open Multilingual Wordikand
1.1.1.2 Star[...] there is data for many, many more (Bond and Fos-
1.1.1.3 Planet .. ] ter, 2013). Almost all wordnets have been built for

established languages: building a wordnet from
scratch is a considerable undertaking. The Prince-
ton WordNet is released under an open source li-
cense that allows reuse with attribution , and most

_ _ _new wordnets (including the Wordnet Bahasa we
new step is the study of verbal semantics. Abui i§;se here) are released under a similar license.

a language with a complex alignment system de- The Princeton WordNet has been linked to
scribed most recently in Kratochvil (2011). There

are multiple parameters determining the realiza- gseehttp=//web°nar3'-0rg/

. Seeh : -k 2.

tion of arguments SD method enables us to map 10M%fet;fo p/ e/ ﬁy l:ﬁﬁa;vrvii/ch may be multiword ex-
the verbal inventory in great detail, map tB®  pressions. ’

for Abui ontoWN and use computational tools to  ''Seehttp://compling.hss.ntu.edu.sg/omw/

Figure 1: Depth First View oUniverse
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No. Domain No. Domain No. Domain

1 Universe, creation 4 Social behavior(cont) 7 Physical actions
1.1  Sky 4.5  Authority 7.1 Posture

1.2 World 4.6 Government 7.2 Move

1.3 Water 47 Law 7.3  Move something
1.4  Living things 4.8 Conflict 7.4  Have, be with

1.5 Plant 4.9 Religion 7.5 Arrange

1.6  Animal 5 Daily life 7.6 Hide

1.7  Nature, environment 5.1 Household equipment 7.7  Physical impact
2 Person 5.2 Food 7.8 Divide into pieces
2.1 Body 5.3  Clothing 7.9 Break, wear out
2.2 Body functions 5.4  Adornment 8 States

2.3 Sense, perceive 5.5 Fire 8.1  Quantity

2.4 Body condition 5.6 Cleaning 8.2 Big

2.5 Healthy 5.7 Sleep 8.3  Quality

2.6 Life 5.8 Manage a house 8.4 Time

3 Language and thought 5.9 Live, stay 8.5 Location

3.1  Soul, spirit 6 Work and occupation 8.6  Parts of things
3.2  Think 6.1  Work 9 Grammar

3.3  Want 6.2  Agriculture 9.1 General words
3.4  Emotion 6.3  Animal husbandry 9.2 Part of speech
3.5 Communication 6.4 Hunt and fish 9.3 \ery

3.6 Teach 6.5  Working with buildings 9.4  Semantic constituents
4 Social behavior 6.6  Occupation related to verbs
4.1 Relationships 6.7  Tool 9.5 Case

4.2  Social activity 6.8 Finance 9.6  Connected with, related
4.3  Behavior 6.9 Business organization 9.7 Name

4.4 Prosperity, trouble

Figure 2: Top two levels of the Semantic Domains

many other useful resources, including corporavere taken. As such, mapping was done for the
(Landes et al., 1998), images (Bond et al., 2008same language file (i.e. EnglisBD to English
Deng et al., 2009), geographical locations, verdbNN) while across the two languages these two
frames (Baker et al., 1998), Wiktionary and mappings were merged. As both files are in dif-
Wikipedia (de Melo and Weikum, 2010; Bond and ferent formats, they were normalized first. This is
Foster, 2013), many NLP tools (Bird et al., 2009)to ensure that words from both tB&® andWN file
and ontologies (Niles and Pease, 2001; Gangemtill be able to match each other during mapping.
et al., 2003). Allowing under-resourced languages To make the mappings more specific, we treat
to access these is an important goal for this projecieach question as @ass so we build for exam-
ple: 1.1.s1“What words are used to refer to the
sky?” which contains the wordsky, firmament,
As can be seen from Figures 1 and 2, the relacanopy, vault We remove any meta informa-
tions between domains are not as strongly typegon in brackets, part of speech information and so
as in WordNet, or at all uniform: for example forth. We thus try to link both domains and classes
bodily functions are related tgerson, but not  (we will use the terms interchangeably from here
assynonyms, hyponyms or meronyms. These on).

somewhat looser relations are not captured well by For both the English and Indonesi#N words,
WordNet: the so-calletennis problem (Wordnet  the underscore character was replaced with a space

does not link clearly related words suchrasket  to harmonize with th&D words: outer_spacebe-
ball, net Fellbaum, 1998). The general associa-comesouter space

tions of theSDs can go some way to providing
these kinds of links. 3.1

For each class ir8D, the class name and each
word was looked up inVN, and any matching
The objective of this task is to map t18D files  synsets recorded (examples are given in Table 1).
to theWN files. Both the Indonesian and English It was possible forSD classes to match t@VN
versions ofSD andWN were used. For Wordnet synsets through multiple paths: through more than
Bahasa, only the words tagged under Indonesiaone word (in either English or Indonesian). Of

2.3 Comparison

Initial Mapping

3 Mapping
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SDID (class) WN Synset Word SDID Word

6.5.2.4.s3 01202651-v  bolt 1.3.3.1: dry
8.3.1.5.1.52 00124854-v  scroll Hypernym of:
7.4.1 05021151-n give 1.3.3.1.s5: sear
2.1.2.s2 05578911-n girdle 1.3.3.1.54: wither
1.6.4.2.s1 01181166-v feed Cause:
] 1.3.3.1.s2: thirsty
Table 1:SD-WN ID mapping 1.3.3.1.s1: dehydrated, desiccated, dried
1.3.3.1.54: wither
course, many of these mappings would be inappro-Similar to:
priate, due to the ambiguity of the word used as a 1.3.3.1.s2: thirsty
pivot, so we need to further constrain the mapping. 1.3.3.1.s1: dehydrated, desiccated, dried
We give some examples of words that did not 1.3.3.1.s5: sear

match in Table 2. Typically th&D title is more
informal than theVN synset entries. For example
SD's something used to see should map taVN'’s
optical instrument “an instrument designed to aid time/ janka waktu). FoSD word 8.4.1.8 (Special
vision”. The automatic mappmg is very much adays/hari—hari khUSUS), it was unable to be mapped

lower bound on the number of possible mappingstnder 8.4.1 as the expression, for both English and
Indonesian, does not exist in WordNet. While for

3.2 Confirming the mappings 8.4.1.1 (Calendar/Kalender), there is no direct se-
We looked at a variety of sources of information mantic relation between the words available Word-
to improve confidence in the mappings: the strucNet synsets and the main word 8.4.1. As such,
ture of the domains and WordNet, the degree oB-.4.1.8 could not be mapped using WordNet re-

Table 3: Classes linked with Semantic Relations

polysemy, and the cross-lingual reliability. lations (2nd level mapping) even though the word
was mapped with WordNet synsets (1st level map-
3.2.1 Extracting Relations ping).

We compared classes that were in a hieraré22 M Word

chical relation to see if we could identify onosemous YWords

it with one of the relations used in Word- !fawordis monosemous (thatis it only appears in

Net. We used the following semantic relationsON€ Synset) then we can assume it links a class to
from WordNet fypernym, part meronym, & Synset unambiguously. We give some examples
member meronym, substance meronym |, of such mappings in Table 5. In this case, there is
part holonym, member holonym, substance N0 ambiguity, so the mapping is good.

holonym, entailment, attribute, cause, als.o 3.2.3 Translation

see, verb group, similar to). As the objective

of WN and SD is to map semantic relationships
of languages, we did not used formal relationship
such as derivational links.

Lexical ambiguity is often language specific and
multiple languages can thus be used to disam-
%iguate meanings (Bond and Ogura, 2007). If we
can find matching synsets through pivots in two
?anguages (in our case English and Indonesian)

givenin Table 3. In general, if we could find a link, then we consider it a good mapping. We dive an
it was good evidence that the synset used in the g pping. g

link was the correct mapping to the domain. Forexample in Table 6.

example, in Wordnet, drySDID:1.3.3.1)isahy- 4 Results

ponym of sear$DID:1.3.3.1.s4). As the relations

exist in Wordnet and these two words occurs unde¥Ve produced three kinds of mappings:

the same ID (1.3.3.1). We consider the Wordnet | class— synset classified as related; monose-

mapping to be applicable to Semantic Domains. mous: translated (monosemous, e.g
Table 4 shows another good example of map- 137 3., 09411430-rriver) ’

ping for the SD labels using the WordNet se-
mantic relations. 75% of the relatésD words e class— class classified with the WordNet re-
were mapped to the main words (8.4.1: period of lation. (hypernyrm hyponym,
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English Indonesian

8.3.3.3.4: colors of the spectrum 8.3.3.3.4: rentetan avgamg diuraikan oleh cahaya

3: language and thought 3: bahasa dan pikiran

9.4: semantic constituents related to verbs  9.4: konstitau unsur semantik yang
berkaitan dengan

1.3.5: solutions of water 1.3.5: larutan air

2.3.1.9: something used to see 2.3.1.9: sesuatu yang digunatuk melihat

Table 2: SD main words not mapped MWN

English Indonesian
8.4.1 15113229-n  period of time 8.4.1 15115926-n jangkauvak

Hyponym Hyponym
8.4.1.2 14484516-n day 8.4.1.2 14484516-n hari
8.4.1.3 15135996-n week 8.4.1.3 15135996-n minggu
8.4.1.4 15206296-n month 8.4.1.4 09358226-n bulan
8.4.1.5 00294884-v season 8.4.1.5 15239292-n musim
8.4.1.6 15201505-n vyear 8.4.1.6 15201505-n tahun
8.4.1.7 15248564-n era 8.4.1.7 15248564-n zaman
not mapped not mapped

8.4.1.1 08266849-n; Calendar 8.4.1.1 15173479-n Kalender

06487395-n;

15173479-n
8.4.1.8 NIL Specialdays 8.4.1.8 NIL Hari-hari khusus

Table 4: Example of a good 2nd level mapping

e.g. 84.1% 84.1.2) posite occured for the SD-WN Main mapping be-

cause of the difference in word usage and struc-

mappin tures in the two dictionaries. These weaknesses
Ywill be discussed in the following section

e sense> sense this is the direct word
level, sense disambiguated
(class+lemma> synset+lemma,

e.g. 7.4.1+give> 05021151-n+give ).

The results of the mapping in terms diss—
synset are summarized in Table 7 (which also This is only the first step in thED-WN mapping.
shows the numbers oflass—+ class mappings The work that was done focuses on linking Bi2
found). Potential mappings were found for 75%words to theWN words before thaVN seman-
the domains, but confirmations were only foundtic relationship is used to connect the words. As
for around 21%. WN categorizes its words differently th&D, we

The results foclass+lemma- synset+lemma expect some relations not to be mapped by the pro-
are shown in Table 8: about 69% of the En-gram: the cover should not be 100%, and is rarely
glish and 60% of the Indonesig®D words were one-to-one. In most cases, a singlb class links
mapped to entries in their respective wordnetsto multiple WN synsets.
Out of the mappe@D label names, 27.92% and When we started this process, f8ID files were
31.92%, for English and Indonesian respectivelyonly available for English and Indonesian. There
were confirmed using th&/N semantic relations. are now versions for Chinese and French which we
Overall, about 20% of th&D label names were intend to map to Chinese and French WordNets in
mapped to the second level. the same way (Xu et al., 2008; Huang et al., 2010;

Thus, theclass— synsetmapping improved as Wang and Bond, 2013; Sagot and FiSer, 2012).
we go towards the lower levels as there is an inThis should increase the number of monosemous
crease in monosemous terms. However, the opand translated mappings.

5 Discussion and Further Work
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SDID Word WN ID Meaning
4.1.9.2.s3 intermarry 02490090-v marry within the samaiettsocial, or family group
6.5.2.7.s4 kantor 08337324-n an administrative unit ofegoment

Table 5: Monosemous Words

SDID Word WN ID Meaning
2.2 someone, somebody 00007846-n a human being
2.82 seseorang 00007846-n a human being

Table 6: Classes that are Matched through Multiple Langsiage

Most of theSD words that were not mapped to at least four WordNet classese,.1¢ “come up, of
WN synsets were not lemmas WN. As shown celestial bodies”sinky.¢ “appear to move down-
in Table 2, these are mainly informal multi-word ward”, crossy.; “travel across or pass over” and
expressions, consisting of 4 or more words whileset,.1g “disappear beyond the horizon”. Linking to
the multi-words expression in wordnet are rarelythese suggests several other possible entries for the
of more than 3 words. As that mapping was doneclass: go under[the horizon],traverse[the sky].
by matching bothSD and WN expressions as a When we want to build a wordnet for, e.g., Abui,
whole, theseSD expressions were unable to bewe would look at the Abui word with the gloss
matched withWN. Having formal and informal “go down” seiin the class 1.1.1.s2 and we know
names for the concepts (domains/synsets) could kbat this links to the synsainky.g. Even though
useful for both resources. the mapping is not one-to-one, the combination of

Error analysis found some matches due to infmapping and gloss will generally lead to a specific
consistent structures, which suggest the resourc&ynset. In additiorl?WN gives the information that
themselves may need to be revised. For exanfisev:1i6 andsety.1p are antonyms and this is true for
ple, contact lensis underSD “something used to the Abui equivalentsnarangandsei
see” which we hand-mapped YWN'’s optical in- The mapping can also be used to help translate
strument “an instrument designed to aid vision”. the semantic domains into new languages (assum-
However inWN it is a hyponym obptical device  ing there is a wordnet for the language) and to add
“a device for producing or controlling light” which new instances of the classes from the wordnets.
puts it in the same grouping as camera lenses, not Finally, there has been a recent movement
spectacles. It is possible it should inherit fromwithin the wordnet community to make the lex-
both, but it should definitely inherit fromptical  ical resources more open (Bond and Paik, 2012;
instrument, as it is an aid to vision. In this case Bond and Foster, 2013). We hope to show the ad-
SD reveals a missing link iWN. The opposite vantages of openness (more usable and accessible
case was also common. data) with the under-resourced language commu-

We intend to use the mapping to generate &ity and make the data open in the same way. The

wordnet for the under-resourced language AbuiVordnet-Semantic Domain Mappings themselves
(Kratochvil, 2007). As a part of this process, are available for download at the Open Multilin-

can then compare, for example, verb classes in .
Abui with those in wordnets for English and other &  Conclusion
well described languages. Linking descnptlonsA simple SDWN mapping was done using the

of under-studied languages to well-studied lany, \'co o e relationships. Even though the pro-

ggi%iivrlgggis iteasier to leverage existing Imgu'sérgm was un_abl_e to cover all thg semantic relatign—
' ships that exist in both the English and Indonesian

Even though most classes do not map one-togp gata, it provided a basis for further work in
one to WN synsets, the combination of class anghanning the semantic relationships that are avail-

lemma/gloss is generally enough to disambiguate,pe in theSD file. The mapping is freely avail-
For example, consider the class 1.1.1.s2 “What

words refer to how the sun moves”. This links to 12Seenttp://compling.hss.ntu.edu.sg/omw/
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LVL Example #1Ds| ID linked to WN > 1 relation > 2 relation monosemous
eng ind| eng ind| eng ind| eng ind
1 1: universe 9 3 4 3 4 1 2 1 1
2 1.1: sky 68| 54 46| 27 27 6 13 7 7
3 1.1.1:sun 419 252 237 73 74| 16 32| 33 29
4 1.1.1.1: moon 985 702 605| 90 69 8 8| 86 65
Table 7: Summary of Mapping
English (eng) Indonesian (ind)
Word Immediate (%) Label (%) Word Immediate (%) Label (%)
SDwords 1,793 1,793
1stlevel mapping 1,243 69.32 1,090 60.75
2nd level mapping 347 27.92 19.35 384 31.92 21.42

Table 8: Coverage dD-WN Main mapping

able, and we hope that it will provide a useful link Carl Darling Buck. 1949A dictionary of selected synonyms

between wordnet and the semantic domains.
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Abstract

Verbal word formation processes involving
prefixes and particles are highly productive in
Germanic languages. The compositional se-
mantics of such prefix and particle verbs re-
quires an in-depth analysis of the interdepend-
ence of their constituent parts for adequately
representing these types of complex verbs in
lexical-semantic networks. The present paper
introduces modeling principles that account
for such language-specific phenomena in the
German wordnet GermaNet (Hamp and Feld-
weg, 1997; Henrich and Hinrichs, 2010), con-
sidering the continuum between full semantic
transparency and highly lexicalized meanings
as well as the semantic contribution of the pre-
fix or particle to the meaning of the complex
verb as a whole.

1 Introduction

This paper addresses the question how morpho-
logically complex words can be adequately mod-
eled in a wordnet and focuses on two classes of
such verbs in German: (i) prefix verbs such as
entladen ‘unload’ and zerstoren ‘destroy’, and
(i) particle verbs such as iibergehen ‘bypass
someone’ and losfahren ‘start driving’. Both
types of verbs consist of a word-initial element
followed by a host constituent. In the case of pre-
fix verbs, the word-initial element is a bound
morpheme such as ent- or zer-, while for particle
verbs it is typically a free' morpheme such as
iiber or los, which can be separated from its host

"There are also occurrences of inseparable particles (e.g.,
umfahren ‘bypass sth.”), which are always unstressed
(Dewell, 2011) in contrast to separable particles (e.g., um-
fahren ‘run into so.’).
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constituent depending on the clause type” that the
particle verb appears in. The host constituent of a
prefix or particle verb can either be a simplex
(or: base verb) as in the examples above or a
nominal or adjectival base as in bedachen ‘put on
aroof” or erblassen ‘grow pale’.

A systematic treatment of prefix and particle
verbs in a wordnet setting is desirable and signif-
icant for at least the following reasons:

1. The word formation processes involved
in the two classes of verbs are highly
productive for all Germanic languages.

2. The host constituent of a prefix or parti-
cle verb can be derived from an adjec-
tival or nominal base. Therefore, an ade-
quate treatment of these verbs has to in-
clude suitable morphological and seman-
tic relations among the word classes in-
volved. What makes such an account
particularly interesting in a wordnet set-
ting is the fact that nouns, verbs, and ad-
jectives are the very word classes mod-
eled in a wordnet.

3. The lexical semantics of prefix and par-
ticle verbs crucially involves a continu-
um between full semantic transparency
on the one hand and highly lexicalized
meanings on the other hand. Verbs such
as entladen ‘unload’ and losfahren ‘start
driving’ are fully transparent: Their se-
mantics can be compositionally derived
from the meanings of their parts, as the
preverbs® ent- and los contribute the
meanings of removal and initiation of the
actions denoted by the simplex. By con-

? Free particles are separated in verb-first and verb-second
clauses. They are only inseparable as infinitives or in subor-
dinate clauses in clause-final position (Dewell, 2011).

? The term preverb is used as cover term for both prefixes
and particles (Booij and Kemenade, 2003; Los et al., 2012).



trast, zerstoren ‘destroy’ and iibergehen
‘bypass someone’ are highly lexicalized,
since their base verbs do not make a se-
mantically transparent contribution to the
meaning of the expression as a whole in
present-day language use.

The continuum of semantic transparency and
lexicalization is not restricted to the lexical se-
mantics of German prefix and particle verbs. It
has also been observed with respect to other
word formation processes such as nominal com-
pounding and is, thus, of wider interest. A case in
point is the contrast between Hauswand ‘house
wall’, which is compositionally derived from its
parts, and Bahnhof ‘train station’, which accord-
ing to a simple composition of its constituent
parts should denote a yard for trains, but which
actually refers to a building.

What lexicalized meanings of morphological-
ly complex words have in common is that the
meaning of the complex word is not a hyponym
of the meaning of its host or head constituent:
zerstoren ‘destroy’ is not a hyponym of storen
‘disturb’ and Bahnhof ‘train station’ is not a hy-
ponym of its head constituent Hof ‘yard’. This
finding also indicates that a simple account that
establishes a hyponymic relation between a par-
ticle or prefix verb and its host constituent will
not provide a satisfactory account of the phe-
nomena in question.

In the remainder of this paper, we will argue
that an adequate account of prefix and particle
verbs has to be based on the following two main
considerations: (i) the distinction between se-
mantic transparency and lexicalization, and (ii)
the way in which the word-initial element con-
tributes to the meaning of the complex verb as a
whole. These considerations will lay the founda-
tion for defining general principles of hypernym
selection for modeling complex verbs in the
German wordnet GermaNet (GN).

2 Prefix and Particle Inventory

The inventory of prefixes considered in the pre-
sent study includes all native (Los et al., 2012)
inseparable prefixes in German: be-, ent-, er-,
miss-, ver-, and zer- (Eisenberg, 1998; Fleischer
and Barz, 1995; Mungan, 1986; Stiebels, 1996).
Prefixes with a Latinate origin, such as de-, dis-,
re-, or trans- (Fleischer and Barz, 1995), are not
within the scope of this study. In contrast to the
closed set of prefixes, the particle inventory is
more extensive and comprises particles such as
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ab, an, auf, aus, bei, durch, ein, los, nach, iiber,
um, unter, voll, vor, wider, wieder, and zu
(Dewell, 2011; Eisenberg, 1998; Fleischer and
Barz, 1995; Mungan, 1986; Stiebels, 1996).

The present analysis makes use of existing
semantic classifications of preverbs (e.g., Augst,
1998; Dewell, 2011; Donalies, 2005; Fleischer
and Barz, 1995; Mungan, 1986; Stiebels, 1996)
and develops them further in a wordnet setting.
At the time of writing the paper, GermaNet con-
tains 94273 nouns, 12111 adjectives and 14333
verbs, of which 3040 are prefix verbs and 5171
are particle verbs. Out of the total number of pre-
fix verbs, the frequency distribution is as fol-
lows: ver- (45%), be- (25%), er- (14%), ent-
(11%), zer- (4%), and miss- (1%).

3  Modeling Complex Verbs in GN

Although it seems natural that the host constitu-
ent of a complex verb could be used as its hyper-
nym, the subsequent analysis of the continuum
between lexicalization and semantic transparency
will demonstrate that this solution is not viable in
all cases. Rather, the continuum requires a dis-
tinction between various classes, which differ in
the selection and in the number of hypernyms.

3.1 Lexicalization

Highly lexicalized verbs are at one end of the
continuum between full semantic transparency
and highly lexicalized meanings. Both German
prefix and particle verbs are subject to lexicaliza-
tion. As pointed out in section 1, it is not possible
to assign lexicalized prefix and particle verbs as
hyponyms to their host constituents, since the
semantics of the host constituent is no longer part
of the meaning of the complex verb. As a conse-
quence, this lack of semantic transparency re-
quires finding an appropriate hypernym that
takes account of the meaning of the lexicalized
verb as a whole.

For the majority of lexicalized complex verbs,
the semantic contribution of the word-initial el-
ement is not apparent so that the hypernym selec-
tion is to be conducted in the same way as for
simplex verbs (Vossen, 2002). This is the case
for particle verbs such as aufinehmen ‘record’,
which is modeled as hyponym of the synset
aufzeichnen/mitschneiden ‘record’, as it cannot
be linked to its base verb nehmen ‘take’.

Nevertheless, there are cases in which seman-
tic classifications of the word-initial element can
be used as indicator for choosing an appropriate
hypernym. This mainly applies to lexicalized



complex verbs such as zerstéren ‘destroy’, for
which the meaning of the prefix zer- expresses
‘destroying or damaging something’ (Augst,
1998; Fleischer and Barz, 1995; Mungan, 1986).
Thus, the stand-alone transparent semantics ex-
pressed by zer- is used as indicator for finding an
appropriate hypernym (“materielle Zustands-
verdnderung” ‘material change of state’), as a
relation to the contemporary meaning of the sim-
plex stéren ‘disturb’ is not possible.

Although there is no conceptual relation to the
simplex, the information on the individual word-
internal components of the complex lexicalized
verb is still available in GN in the form of a
morpho-syntactic analysis, which separates the
preverb from its simplex.

3.2  Semantic Transparency

In contrast to highly lexicalized verbs, semanti-
cally transparent complex verbs form the oppo-
site end of the continuum. What these transparent
verbs have in common is that there is always ei-
ther a conceptual (i.e., hypernymic/hyponymic)
or lexical (e.g., antonymic) relation to the respec-
tive base verb. However, there are two interrelat-
ed factors that vary along the continuum: (i) the
degree of semantic transparency, and (ii) the se-
mantic contribution of the word-initial element to
the complex verb as a whole. On the basis of the-
se two factors, three different classes can be dis-
tinguished and will be introduced below.

Class 1: Full Transparency, Light Contribution
The meaning of complex verbs within this class
is fully transparent and is always represented by
the respective simplex as the exclusive hyper-
nym. This can be ascribed to the interaction of
the preverb with its base verb: The semantics of
the complex verb can be compositionally derived
from the meaning of its parts. Thus, the simplex
keeps its original meaning while the semantic
contribution of the preverb is light, fulfilling one
of the following two core functions: (a.) indica-
tion of a direction or (b.) intensification of the
meaning denoted by the simplex.

a. Indicator of a Direction

The majority of German particle verbs indicate a
direction. Particles are typically free morphemes
that are frequently used as adpositions or adverbs
without being part of a complex verb (Los et al.,
2012). In combination with a verbal base, they
usually retain the meanings they have in isolation
(Brinton and Closs Traugott, 2005), such as path
expressions (Dewell, 2011). Thereby, they only
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add further directional information to the sim-
plex, whose meaning remains highly transparent.
As a consequence, the simplex always serves as
the exclusive hypernym of the respective com-
plex verb. This applies, e.g., to the verb laden
‘load’, which has, inter alia, the following direc-
tional hyponyms in GN: aufladen ‘load up’, ein-
laden ‘load into’, and umladen ‘reload’. These
particle verbs all denote a specific direction by
the particles auf (‘up’, i.e., upward movement),
ein (‘into’, i.e., inward movement), and um (i.e.,
movement from one location to another), sharing
the semantics of the corresponding adposition.

b. Intensifier

The second core function within class 1 refers to
the use of word-initial elements as intensifiers of
the meanings denoted by their host constituents.
The word-initial element only has a light seman-
tic contribution so that the entire complex verb
remains highly transparent and is thus assigned
as hyponym to its simplex. This is, e.g., the case
for verdrgern ‘annoy’, which has a hyponymic
relation to its simplex drgern ‘tease’.

Class 2: Full Transparency/High Contribution
This class represents an exceptional case that is
only valid for a limited number of complex verbs
such as prefix verbs with miss- as negator of the
meaning denoted by the simplex (Fleischer and
Barz, 1995). Consequently, the simplex cannot
function as hypernym, as shown below for the
synset missgonnen/neiden ‘begrudge’.

empfinden, fiihlen
‘feel

E
=
=
el
@9
=
-
=
o
o
=
neiden, missgonnen gonnen
‘begrudge* has_antonym ‘not to begrudge*

Figure 1. Conceptual and lexical relations.

Instead, another hypernym is chosen that takes
account of the semantics of the complex verb
(i.e., the synset empfinden/fiihlen ‘feel’). As for
all transparent complex verbs, the relation to the
simplex gonnen ‘not to begrudge’ is still present
and is indicated by an antonymic relation.

The relation to the simplex can also be implic-
it, as some verbs with ent-, which refer to the
inversion of an action denoted by the base
(Fleischer and Barz, 1995), are antonyms of an-
other complex verb sharing the same simplex.
This is the case for entladen ‘discharge’, whose
antonym is the particle verb aufladen ‘charge’.



Class 3: Low Transparency/High Contribution
The third class displays the highest semantic
contribution of the word-initial element while the
meaning of the complex verb as a whole still re-
mains transparent. Accounting for this predomi-
nant semantics requires treating verbs within this
class both as hyponyms of their base verbs and
of an additional hypernym, which expresses the
prevailing semantic contribution of the preverb.
The two hypernyms thus jointly account for the
semantic contributions of preverb and base verb
and lead to a more precise definition of the verb
classes in question (cf. Bosch et al., 2008). This
is, for instance, the case for one of the meanings
of the prefix ver- ‘make a mistake’ (Mungan,
1986). This meaning is contained, e.g., in the
reflexive prefix verbs represented in Figure 2 as
a selection of hyponyms of both the artificial
concept’ “falsch machen/Fehler machen” ‘make
a mistake’ and of each corresponding base verb:
sich versprechen ‘make a slip of the tongue’,
sich verfahren ‘get lost while driving’, and sich
verrechnen ‘miscalculate’.

rechnen
‘calculate®

sprechen
‘speak‘

pernym
pernym

has_hypemym
has_hy
has_hy

sich verrechnen
‘miscalculate*

sich versprechen
‘make a slip of the tongue*

sich verfahren
‘get lost while driving*
&
&
&
-
o7

$

&
pernym

has_hy

“falsch machen/Fehler machen*
‘make a mistake*

Figure 2. Selected verbs with two hypernyms.

Complex verbs in class 3 do not only include
prefix but also particle verbs. Thus, the same ap-
proach can be applied to the verb aufschrauben
‘unscrew’, which has the following two hyper-
nyms: its base verb schrauben ‘screw’ and the
verb 6ffnen ‘open’.

Another type of word-initial elements, which
can be systematically modeled in class 3, repre-
sents preverbs indicating lexical aspect or Ak-
tionsart ‘manner of action’. On the one hand, this
includes ingressive markers such as the prefix er-
(e.g., erklingen ‘start to sound’) and the particle
los (e.g., loslaufen ‘start running’). On the other
hand, the prefix ver- (e.g., vergliihen ‘burn out’)
as well as some word formations with the parti-
cles auf and aus characterize egressive verbs

* In GermaNet, artificial concepts are not only used for fill-
ing lexical gaps. Similar to the verb classes defined by Lev-
in (1993), they also serve the purpose of classifying seman-
tically related concepts together by means of co-hyponymy.
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(e.g., aufessen ‘eat up’, auslesen ‘finish read-
ing’), which express the termination or accom-
plishment (Vendler, 1957) of an action or state
denoted by the base verb (Donalies, 2005;
Stiebels, 1996; Helbig and Buscha, 1987). Both
types of Aktionsart markers are modeled as hy-
ponyms of two verb forms: of their respective
simplex as well as of a verb denoting the particu-
lar aspectual meaning.

3.3 Principles of Hypernym Selection

The decision tree in Figure 3 summarizes the
principles of hypernym selection, which specify
the number of hypernyms to be chosen (i.e., one
versus two), the synsets to be selected as hyper-
nyms (i.e., simplex or not), and the use of further
relations. Following the decision tree from top to
bottom, it first needs to be determined whether
the complex verb has a verbal, nominal, or adjec-
tival base. If the base is verbal, the left branch of
the tree needs to be passed through, deciding
whether the complex verb is lexicalized or trans-
parent. While lexicalized verbs only have one
hypernym that does not equal the simplex, trans-
parent verbs always have either a conceptual or
(implicit) lexical relation to the simplex and are
distinguished into three classes (cf. section 3.2).

The topmost right branch of the decision tree
considers verbs with a nominal or adjectival
base. As there is consequently no verbal base
that could be used as hypernym for the respective
complex verb, another verb form is to be chosen
that expresses the semantics of the complex verb
as a whole. Thus, the semantic contribution of
the word-initial element is of prime importance
for selecting an adequate hypernym. For in-
stance, the meaning to equip sth. with a/an <base
noun> is expressed by the prefixes be- and ver-
as well as by the particle um. This can be repre-
sented by the synset versehen/ausriisten/aus-
statten/ausstaffieren. The hyponyms for this syn-
set include the following entries, where the base
noun is indicated in angle brackets: be<dach>en
‘equip sth. with a <roof>’, ver<glas>en ‘enclose
sth. with <glass>’, and um<mantel/>n ‘surround
with a <sheath>’. In order to account for the rela-
tion to the host constituent, a new derivational
relation needs to be introduced that creates a
connection to the base noun. This way, it is pos-
sible to tighten the wordnet by establishing rela-
tions that cross the line of word classes.



prefix/particle verb

verbal base nominal/adjectival base
T .
1 hypernym
lexicalized transparent (¢ simplex)
1 hypernym 1 hypernym 1 hypernym 2 hypernyms
(# simplex) (= simplex) (# simplex) (simplex + verb)
Class 1 Class 2 Class 3

Figure 3. Principles of hypernym selection.

In the case of deadjectival verbs, the meaning
to become/to make <base adjective> is often
denoted by the preverb. An example provides the
artificial concept “materielle Zustandsverdnder-
ung“ ‘material change of state’, which is used as
hypernym of deadjectival verbs such as verflii-
ssigen ‘liquefy’, verdicken ‘thicken’, or erwdr-
men ‘warm up’. If applicable, the causative
meaning expressed by these preverbs is explicitly
modeled by the causes’ relation, which refers to
the base adjective being the result of the process
denoted by the complex verb (e.g., <erblassen>
‘grow pale’ causes <blass> ‘pale’).

4 Related Work

The use of multiple hypernyms for representing
the compositional semantics of complex verbs
can be identified in the Dutch wordnet project
(Vossen et al., 1999). As in GN, the Dutch com-
plex verb opendraaien ‘open by turning’ has two
hypernyms (Vossen et al., 1999): its simplex
draaien ‘turn’ and the verb openmaken ‘open’.
In contrast, complex verbs in the Princeton
WordNet (Fellbaum, 1999) only make use of one
hypernym: The phrasal verb to blow sth. up is
only a hyponym of the verb expand. The hyper-
nym of its German equivalent aufblasen express-
es the same semantics (i.e., vergroffern ‘ex-
pand’), but the particle verb additionally has the
simplex blasen ‘blow’ as second hypernym.
Regarding the different kinds of relations used
in wordnets, Sojat et al. (2012) discuss the inclu-

5 The use of the causes relation is not restricted to complex
verbs with an adjectival base. It is generally used for denot-
ing resultative states for both simplex and complex verbs
complying to the pattern <causative transitive verb> causes
<resultative intransitive verb>, thereby signifying the
causative-inchoative alternation (Levin, 1993), e.g., zer-
brechen ‘sb. breaks sth. to pieces’ causes zerbrechen ‘sth.
breaks to pieces’ (Bohnemeyer, 2007).
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sion of morphosemantic relations in the Croatian
WordNet (CroWN). These relations e.g. group
the meanings of preverbs into the class location,
which indicates the directions of movements
(e.g., loc_bott_up for upward movement).

Other wordnets dealing with (morpho-) se-
mantic or derivational relations include the
Polish wordnet (Maziarz et al., 2012) and the
Czech wordnet (Bosch et al., 2008). They make
fine-granular distinctions between various rela-
tion types, such as inchoativity and derivationali-
ty, which have also been addressed in this paper.

5 Conclusion

The present paper has established criteria for
modeling morphologically complex verbs in the
lexical-semantic network GermaNet, focusing on
German prefix and particle verbs and accounting
for their compositional semantics. Two main fac-
tors have been identified that provide the basis
for their representation: (i) the continuum be-
tween full semantic transparency and highly lex-
icalized meanings, and (ii) the semantic contribu-
tion of the word-initial element to the meaning of
the complex verb as a whole.

It has been demonstrated that a compositional
analysis of the word-initial element and its host
constituent enables a rule-based derivation of
general modeling principles, which can systemat-
ically be applied in order to achieve a consistent
depiction of complex verbs in the wordnet.
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Abstract

In this paper we present a set of tools that will
help developers of wordnets not only to in-
crease the number of synsets but also to en-
sure their quality, thus preventing it to become
obsolete too soon. We discuss where the dan-
gers lay in a WordNet production and how they
were faced in the case of the Serbian WordNet.
Developed tools fall in two categories: first are
tools for upgrade, cleaning and validation that
produce a clean, up-to-date WordNet, while
second category consists of tools gathered in
a Web application that enable search, develop-
ment and maintenance of a WordNet. The ba-
sic functions of this application are presented:
XML support and import/export facilities, cre-
ation of new synsets, connection to the Prince-
ton WordNet, sophisticated search possibili-
ties and navigation, production of a WordNet
statistics and safety procedures. Some of pre-
sented tools were developed specifically for
Serbian, while majority of them is adaptable
and can be used for wordnets of other lan-
guages.

1 Introduction

Development of a WordNet is always a labor-
intensive task for which a work of a number of
professionals is needed. If produced from the
scratch and mostly manually the development will
necessarily take many years if aiming at com-
prehensiveness and accuracy. In such a setting
a valuable resource, not yet fully developed, can
easily become obsolete. The reasons for this
are manifold. First, since WordNet is dealing
with “words”, its contents can become out-of-date.
A straightforward example can be found in the
Princeton WordNet 3.0 (PWN): it describes Yu-
goslavia as the Union of Serbia and Montenegro
(which no longer exists) while Serbia is described
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as a historical region in central and northern Yu-
goslavia, and not as a Republic (which it is today).
Moreover, new items can be added to a WordNet
content, like domain information or similar. Next,
the format used to represent a WordNet necessar-
ily changes and evolves in time. The early word-
nets did not use XML representation which is al-
most obligatory today. However, new, more pow-
erful representations emerge. Tools used to de-
velop and maintain wordnets have to keep pace
with content enhancement and format changes. Fi-
nally, many wordnets were developed highly rely-
ing on the PWN by using a so-called expand model
in which synsets from the PWN are translated into
a target language (Fellbaum, 2010). Wordnets de-
veloped in this way are all connected through the
Interlingual Index (ILI) that links similar concepts
between languages, which is highly advantageous
for various multilingual applications. However,
in order to maintain this network a WordNet has
to regularly upgrade when new versions of the
Princeton WordNet emerge.

The Serbian WordNet faced all mentioned prob-
lems. The Serbian WordNet (SWN) was ini-
tially produced in the scope of the BalkaNet
project (Stamou et al., 2002). At the end of the
project, in 2004, the Serbian WordNet had 7,000
synsets linked to the Princeton WordNet version
2.0. In the subsequent years approximately 14,000
synsets were added to it thanks to volunteer work
of numerous specialists and the WordNet editor.
The addition was not done at random - as the need
arose, special attention was given to certain con-
ceptual domains - emotions - and scientific do-
mains - biological species, biomedicine, religion,
law, linguistics, literature, librarianship, computer
science, and lately, culinary. Recently, a new im-
petus to the enhancement and upgrade of the SWN
was given by the CESAR project, in the scope of
which many Polish, Slovak, Hungarian, Croatian,
Serbian and Bulgarian resources were thoroughly



described by meta-data and made public through
the META-SHARE ! repositories (Ogrodniczuk et
al., 2012). The Serbian WordNet is available for
download for non-commercial use under the CC-
BY-NC license.

In the meantime, many new applications based
on natural language processing were being devel-
oped for Serbian and for a number of them the Ser-
bian WordNet became a valuable resource, e.g. for
document classification systems (Pavlovié-LaZeti¢
and Graovac, 2010), multilingual queries into dig-
ital libraries (Stankovi¢ et al., 2012), multiword
lexica acquisition (Krstev et al., 2010), domain
specific knowledge-based ontologies and systems
(Mladenovi¢ and Mitrovié, 2013), etc. However,
in order to profit from it as much as possible it be-
came a necessity not only to upgrade and improve
it but to establish a stable environment for its de-
velopment in the future. The most important steps
in this process were:

1) A safe and unequivocal mapping onto the
current version of the Princeton WordNet (PWN
3.0);

2) A creation of XML Schema that would en-
able a thorough validation of the Serbian WordNet
and automatic correction of many formal inconsis-
tencies;

3) Mapping of Serbian WordNet to SUMO;

4) A conversion from XML format to other rel-
evant formats.

In Section 2 we will present the present envi-
ronment for the development of SWN and its lim-
itations. In order to perform afore mentioned im-
provement tasks we have developed a number of
preparatory tools that will be described in Subsec-
tion 3.1. Our job did not end here: in order to pro-
vide for a continuous development of the Serbian
WordNet a web application that enables browsing
for all and updating and enhancing of its content
for a chosen set of specialists is being developed.
We will present this tool in Subsection 3.2. In Sec-
tion 4 we will give directions for future work.

2 Motivation and discussion

Serbian WordNet was structurally built following
the pattern of EuroWordNet (Vossen, 1998), as
was the case with other wordnets that were built
in the scope of BalkaNet - wordnets for Bulgar-
ian, Czech, Greek, Romanian and Turkish. XML-
like representations of the EuroWordNet data were

"http://www.meta-share.eu
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produced with a tool named VisDic (Hordk and
Smrz, 2004).

For many years VisDic has proved to be a reli-
able, user-friendly tool for development and main-
tenance of the SWN. It was particularly useful
for simultaneous work on multiple WordNet XML
documents of identical structure. The connection
between those documents was achieved in two
ways - through the AutoLookUp function, which
connected the synsets of different WordNet files
with the same synset identification, where their
side-by-side representation was the result, and
through the function CopyEntryTo which allowed
for copying of the contents of a certain synset from
one WordNet file into another. The search func-
tionality of this tool leaned on the representation
of synsets via a tree-structure in both directions
(towards the root and towards the leaves). Two
operations were implemented in that regard: Top-
mostEntries and FullExpansion. The first one pro-
vided all synsets that presented roots of the rela-
tional hierarchy. The second operation provided
all synsets that represented the parts of a subtree
in the given search. VisDic allowed for a certain
degree of control over the consistency of data. It
could point out to some inconsistencies such as
synsets with identical IDs, duplicate Literal/Sense
pairs or duplicate synset links.

In the first years of the development of the
Serbian WordNet, VisDic, as a free tool, signifi-
cantly contributed to the development of this se-
mantic network. Still, the fact that it was limited
to the desktop surrounding made team work dif-
ficult. This was particularly inappropriate for the
development of the SWN, as a number of volun-
teers frequently worked simultaneously on its de-
velopment (Krstev et al., 2008). Merging of parts
of WordNet files made by many users into one file
was always susceptible to introducing errors and
inconsistencies. For that reason, the accessibility
and usefulness of the WordNet editing tool needed
to be improved. The resource itself did not allow
for automatic processing of XML documents be-
cause the XML-like files used in VisDic did not
have a root element. Furthermore, VisDic did
not have a function for checking whether the in-
put XML document was well-formed and/or valid
against a DTD or XSD Schema. As a result, the
structure of the Serbian WordNet was diverse from
one synset to another. Moreover, due to the lack
of validity control users were allowed to input un-


http://www.meta-share.eu

supported as well as some unexpected tag values.
The limited system of morphological labeling in
VisDic did not serve well to the morphologically
rich language such is Serbian. That is why mor-
phological tags were manually added later, based
on Serbian morphological electronic dictionaries.
This information was added manually by the chief
editor of the SWN inside the element LNOTE that
was not specifically intended for this type of infor-
mation. This method was susceptible to errors and
slowed down the process of adding entries.

The same problem was present with adding
SUMO tags to the synsets that were specifically
present only in the Serbian WordNet, that is, they
were not transferred from the PWN, like synsets
with BILI tags, that is to say, synsets that were
added in the course of the BalkaNet project, or
those synsets that were specific to the Serbian lan-
guage and carried the tag SRP. Also, developers
of the SWN often felt that some other useful and
often needed checking procedures were missing
in VisDic, for instance check for hanging synsets
(missing the hypernym relation). Also, it often
occurred that some basic statistics had to be pro-
duced (number of synsets and literals per Part-of-
Speech, number of multi-word literals vs. simple
literals, literals with the highest number of senses,
synsets with the highest number of literals, etc.). A
number of scripts were written as needed to over-
come this deficiency of VisDic.

Insufficient connection of VisDic with the
SUMO (Pease, 2011) and other upper level ontolo-
gies, as well as with domain ontologies, slowed
down the development of tools for ontological rea-
soning based on the Serbian WordNet. Also, the
impossibility of transformation of the XML doc-
ument to other formats, especially to RDF and
OWL made the development of ontology-based
knowledge bases related to WordNet even more
difficult. Lastly, the search system of VisDic
leaned on elementary queries over the content,
without the possibility of setting logical filters or
the possibility of smart search, e.g. the use of
XPath. Taking into account all advantages and set-
backs of the existing software solution, we took
on the task of designing and building a set of tools
that would improve the development of the Ser-
bian WordNet and other semantic resources for the
Serbian language.
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3 Developing the Tools and the Web
application for Semantic Resources for
Serbian

The entire project aimed at enhancing the tools
for developing, maintaining and using SWN was
split into two phases: preparatory phase and oper-
ational phase.

3.1 Preparatory Phase

In this phase, we defined procedures and tools that
enabled the following 6 tasks:

1. In the first step we created a software tool
to upgrade the current version 2.0 of the SWN
onto the version 3.0 of the PWN. This tool uses
the mapping files produced and made available by
The Center for Language and Speech Technolo-
gies and Applications at the Technical University
of Catalunya 2. to translate SynsetID from one
PWN version to SynsetID of the other version of
PWN (Daudé et al., 2003). In general, our soft-
ware tool was created to transform every version
of SWN to any other, as long as the appropriate
mapping is available. For the cases of ambiguous
or nonexistent mappings, the tool produced two
additional files - a file doubled that lists pairs
(or triples) of synset IDs in the version 3.0 that
corresponded to one synset in version 2.0 (there
was a total of 45 such synsets in SWN, version
2.0) and a file missing that lists IDs of synsets
from version 2.0 that could not be mapped to the
new version (a total of 147 synsets with this prob-
lem were retrieved in SWN version 2.0). All these
cases were resolved manually.

2. In the second step we defined the swn.xsd
Schema for validation and control of SWN. The
first introduced XSD schema used for SWN is pre-
sented in (Krstev et al., 2004). A software tool
LeXimir (the old name ILReMat) that used it, was
created to work as a connection between VisDic
and morphological dictionaries for Serbian. Still,
functions for validation of the SWN as an XML re-
source were not implemented. Also, when the new
tags had to be introduced in SWN (such as SNOTE
- a note related to a synset, or SUMO - for SUMO
concepts), the corresponding XSD schema did not
follow those changes. Furthermore, the problem
remained to distribute and install the new schema
to all the desktop applications that would use it.
Now, the new version of the SWN XSD schema
(given in Figure 1) can be easily changed by SWN

http://bit.ly/18U£8kX
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administrators, uploaded to the web server, made
available to all other SWN users and maintained
as a part of a web tool for on-line WordNet search,
development and maintenance (presented in Sec-
tion 3.2).

> SRPWN ROOT A ]
4| "8 <> SYNSET .9 synsetType A ]
é g %|"g <> o xsstiing
3 % £ | ¢» pos posType
g 2 <> SYNONYM synonymType A
< 42 ||| <> UTERAL (0.1 A 1
§ 2 42| "8l| ¢» sense 0.1 xs:string
g § £ ¢» LNOTE 0.1 xstiing
<> DEF (0.4 xstring
<> BCS 10.1) besType
€% IR 0.1 iType A
[Qg | <> Tvee xssting ]

<> NL 0.1

<> USAGE (0.1
<> SNOTE 0.1
<£» STAMP [0.1]
<> SuMoO 0.1
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xsstring
xsstring

xsistring
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€> SENTIMENT (0.1)
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xs:decimal

xs:decimal
.

>

T

Figure 1: XSD schema for SWN XML

3. In the third step, a module was developed to
validate and correct the SWN in its original Vis-
Dic XML-like representation (with the root ele-
ment added) against the newly developed SWN
XSD Schema. This module performed automatic
correction in all unambiguous cases, such as re-
arrangement of elements, which represented the
majority of cases. In the case of the last version
of the SWN XML file a total of 17,994 POS tags,
6,110 BCS tags, 20,421 ILR tags, 130 BCS tags
and 10 NL tags changed their position in the new
WordNet XML document. For other types of er-
rors, such as inappropriate or empty contents of
elements an error report was issued and those er-
rors were corrected manually. At the end, a well-
formed and valid SWN was obtained.

4. This step is specific to the Serbian language.
Namely, it uses two alphabets equally: Cyrillic
and Latin. Translation from Cyrillic to Latin is
straightforward since to each Cyrillic letter corre-
sponds one Latin letter or digraph. The same is not
valid for translation from Latin to Cyrillic because
digraphs have to be distinguished from consonant
groups. For instance, in nadZiveti “outlive” dZ rep-
resents a consonant group, while in odZak “chim-
ney” dZ is a digraph. When these two words are
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written in Cyrillic the problems do not exist any-
more: HaguuBety and otak. When the develop-
ment of the first Serbian language resource started
back in early 80s it was still difficult to work with
Cyrillic, especially if it was mixed with the Latin
alphabet which normally happens in Serbian texts.
For that reason a special encoding was invented
that uses the ASCII character set and enables un-
ambiguous mapping to both Serbian Cyrillic and
Serbian Latin. Many valuable Serbian resources
were developed using this encoding. Today, how-
ever, it is obsolete and we decided that it was time
to switch to the Unicode UTF-8 for Serbian Cyril-
lic. This could not be done fully automatically
because there are literals or parts of literals that
have to remain in Latin script, e.g. names of bio-
logical species such as nopoduua Bovidae “fam-
ily Bovidae”, chemical symbols and formulae, e.g.
H20 and some acronyms, like PC for personal
computer. In order to facilitate this process we
have defined some simple rules that recognize in-
stances that have to remain in the Latin alphabet.
After automatic translation of SWN from ASCII
to Unicode UTF-8 the SWN was checked by Ser-
bian electronic dictionary and incorrect transla-
tions were corrected manually.

5. Serbian WordNet developed using VisDic
did not contain the information about SUMO on-
tology. This information was indirectly available
from the PWN through the alignment process.
However, for one wishing to use the SWN outside
the VisDic environment this information would be
missing. We developed a separate module that ex-
plicitly assigns this information to synsets in the
SWN. For synsets that were taken over from the
PWN this was easily done. In SWN there are spe-
cific concepts: 530 Balkan specific concepts and
174 Serbian specific concepts. They were also ap-
pointed with SUMO tags. The procedure was car-
ried out automatically, by inheriting the tag of the
parent synset, if one existed and if it had a SUMO
tag. After that, the rest of the mappings, that is to
say the unresolved ones, were done manually.

6. In this step automatically are prepared some
useful lists that help users that create new synsets
by the new application to fill some elements with
appropriate values. The first one is the list of
all semantic relations that can be established be-
tween synsets. This list was obtained on the ba-
sis of all semantic relations that exist in PWN.
The second one is the list of SUMO concepts con-



nected to the POS to which they apply. This list
was obtained from existing SUMO tags in PWN
(Niles and Pease, 2003). The third list is the list of
all codes of inflectional paradigms for simple and
multi-word units used in Serbian morphological e-
dictionaries (Krstev, 2008). This list gives an ex-
ample and short explanation beside each code that
can help user to choose one when filling the appro-
priate element - LNOTE. For example (Table 1),
the synset boat:1 from PWN has a corresponding
synset barka:1, ¢amac:1, ¢un:1 in the SWN. The
inflectional codes for these three literals are N664,
N41 and N81, respectively. Entries for these three
codes in the prepared list are (if these same literals
were given as examples):

N664 | barka | the dative singular barci
N41 | éamac | fleeting a;
the vocative singular camce
N81 | cun the nominative plural cunovi
Table 1: Examples of inflectional codes used in
SWN.

These three lists are used in a form of dropdown
list in the web application for WordNet search, de-
velopment and maintenance presented in the next
section. The first two lists are of general nature,
while the third one is specific to Serbian.

3.2 Operational Phase

In this phase, a web application was developed
and its beta version was uploaded to the address:
http://resursi.mmil jana.com The pur-
pose of this application was to encompass all ben-
efits of the already existing software tool, new de-
mands of the Serbian semantic web users and con-
temporary software development techniques to en-
able a safe, efficient, multi-user, modular and easy
to expand system for development of semantic re-
sources in Serbian. In this phase, the following
procedures and tasks were carried out.

1. A very important module of the web ap-
plication is the XML validator. This module is
able to validate any WordNet file against any XSD
scheme and to obtain validation errors and sug-
gestions for corrections. Also, it enables a seri-
alization into TXT, CSV, RDF or XML formats
with a chosen XSL transformation of a complete
file or parts of search results. RDF representa-
tion is especially interesting to us because it can be
queried and processed by standard Semantic Web
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tools, thus facilitating the integration of the Word-
Net data into various Semantic Web applications.

2. The web application was built in order to fa-
cilitate changing and adding of new synsets into
wordnets. The new synsets can be added one at
a time (either by transferring from the PWN - see
item 3 - or independently) or as a batch. The latter
case is particularly useful for addition of language
specific concepts. The prepared synsets have to be
in a valid XML form (except for a root element)
with IDs of linked synsets already filled in appro-
priate elements. This method was used for enhanc-
ing the SWN with Serbian specific concepts from
the culinary domain (Stankovic¢ et al., 2014). For
synsets that are added one at a time, a form is pre-
pared for filling obligatory and optional elements,
while a user can open new fields for repeatable
ones. In the case of SWN, the drop down lists that
we described in the previous subsection were used
to input the ILR, LNOTE and SUMO tags which
were filtered automatically according to the POS.

3. Another segment of the application is the op-
tion of forming queries over the PWN resource in
the version 3.0. For that purpose, we used the
WordNetEngine * and we enhanced it with the
functionality of copying of a chosen synset from
the PWN into SWN. Search over the PWN can be
carried out in two ways: by entering a word (in the
Word field) or by entering an ID of a synset (in the
synset ID field), in which case the POS must be
chosen from the drop-down list given next to the
synset ID field. If we choose the ID of a synset for
the POS for which it does not exist, the program
will notify us, otherwise it will provide a clickable
link in order to display further details about se-
mantic relations of that synset with other synsets.
The number of shown semantic relations i.e. hi-
erarchical representations of semantic relations of
a particular synset with synsets semantically con-
nected to it, is defined by checking the type of a
semantic relation which we want to represent hier-
archically using the check-box lists named Noun,
Verb, Adjective and Adverb which contain labels
of the most common semantic relations pertaining
to the given POS.

4. The implemented search functions over the
SWN take into consideration all tags from a Word-
Net used. If a user chooses a tag SYNSET, then
a full-text search over a whole wordnet is per-

*http://ptl.sys.virginia.edu/msg8u/
NLP/Source/ResourceAPIs/WordNet /WordNet/
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Naziv tekué¢eg WordNet XML dokumenta:

wnsrp30-10072013NEW-S6.xml

Upit: 74
dagoda.. 30478-n </ID>
<SYNONYM>

<LITERAL>Vvrtna jagoda <SENSE>1</SENSE ></LITERAL>

<LITERAL>Fragaria ananassa<SENSE>1</SENSE ></LITERAL >
T — anEsl

n 1 _member </TYPE></ILR>
2005/05/20 </STAMP >
Plant <TYPE>+ </TYPE></SUMO>
<POSITIVE >0. 125</POSITIVE >
<NEGATIVE>0</NEGATIVE>
</SENTIMENT>
(R ] [ELE S
LNOTE
BCS
SNOTE
[ usae ]
:
ym</TYPE></ILR>
| _member </TYPE></ILR>
| / P>
ngPlant <TYPE>+ </TYPE></SUMO>
<POSITIVE >0</POSITIVE > -
ANECATIVE~N -~ INECATIVE~

Figure 2: User-friendly XPATH queries over different SWN tags

formed. Also, they search data according to the
authoring information. A search function can be
either set to a simple value (Figure 2) or via a logic
filter which is implemented to be user-friendly for
those who are not familiar with XPath.

For example, the filter could be set to search for
all synsets that have the term jabuka “apple” and
whose SUMO tag is “PreparedFood” via an ad-
vanced logic query:

<SUMO> equals "PreparedFood" AND
(<LITERAL> contains "jabuka" OR
<DEF> contains "jabuka")

Or we could find all synsets whose part of a
literal or a literal itself is also contained in the
superior synset as is the case with synsets de-
scribed by LITERALS obrazovna ustanova “ed-
ucational institution”, verska ustanova “religious
institution”, medicinska ustanova “medical insti-
tution” and their hypernym given by the LITERAL
ustanova “institution”.

Similarly, we could find: all antonym synsets
for synsets which have a LITERAL tag that
contains a word ruzan “ugly”. The result of an
advanced logic query is a synset whose sense is
lep “handsome”.

(KLITERAL>contains "ruZan" AND
<ILR><Type>equals "near_antonym")

All the query results can be displayed in textual
(Figure 3) and graphical tree form. Tree repre-
sentation facilitates navigation through the seman-
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SWN stablo

holo_member: 6
ENG30-12630144-n jagoda;
ENG30-12629946-n Fragaria; rod Fragaria;
ENG30-12619306-n Rosaceae; porodica Rosaceae; ruze; ruzaste bilike;
ENG30-12618942-n Rosales; red Rosales;
ENG30-12212810-n Rosidae; podklasa Rosidae;
ENG30-11665781-n Dicotyledones; klasa Dicotyledones; Dicotyledonae;
Dicotyledonae; Magnoliopsida; klasa Magnoliopsida; dvosupnice;
hypernym: 8
ENG30-12630144-n jagoda;
ENG30-12205694-n zeljasta bilika;
ENG30-13083586-n vaskularna biljka;
ENG30-00017222-n bilika;
ENG30-00004475-n bice; stvor; stvorenje; organizam;
ENG30-00004258-n Ziva stvar;
ENG30-00002684-n predmet; fizicki objekat;
ENG30-00001740-n entitet; objekat;

Figure 3: Semantic relations tree structure of a
synset jagoda “strawberry”

tic relations tree structure because every synset
in a tree representation is a link to the synset it-
self. The main purpose of textual form is its se-
rialization as a subsegment of SWN structure to
be used later as a resource in some other appli-
cations. For example: if we search for the term
osecanje “feeling”, as a result we obtain a seman-
tic tree where the root synset has the sense of the
searched term and the leaves are synsets represent-
ing emotional states. Such structure can be used
as a separate XML file and mixed with other re-
sources in the process of opinion mining tasks. A
special submodule SWNengine is coded to imple-



ment all functions needed for navigation through
the semantic relations tree structure of SWN.

5. Besides search functions over WordNet
synsets, a separate module is created for providing
statistical information about some valuable param-
eters of a WordNet in use that were often needed
in the past. Table 2 shows some data provided by
this module for the current version of SWN.

POS in Synsets
POS Noun Verb Adj. Adw.
Synsets 16978 2157 1584 121
Inter Lingual Indexes in Synsets
ILI ENG BILI SRB
Synsets 20136 530 174
Semantic Relations in Synsets
ILR Hyper- Holo Holo Holo
nym part ~mem portion
Synsets 19123 1746 3890 222
ILR Antonym Deri- Deri- Deri-
ved ved ved
gen  pos
Synsets 783 665 38 45
Number of Literals in Synsets
Literals 1 2 3 4 5
Synsets 11356 6657 1969 557 190

Table 2: Examples of inflectional codes used in
SWN.

6. The safety of this application was ensured
via roles and levels inside those roles. Roles are
granted by WordNet administrators. The follow-
ing roles were defined: unauthorized users that
have the right of elementary querying over the net-
work, using complex logic filters and statistical re-
porting about connections and meanings inside of
the network itself; WordNet users and administra-
tors. Inside of roles, the levels are defined - or-
dinary users that can input and change only the
synsets which they themselves have defined, and
moderators who have control over the entire re-
source. Tag NL holds the information about status
of a synset. If the moderator has not yet verified
all data concerning the newly inserted synset, NL
tag is set to “no”, and when the new synset has
been approved by the moderator, the value of NL
tag switches to “yes”. Also, for the information
about the “hanging” semantic relations (e.g. if one
of synsets in the relation doesn’t exist) is presented
for each synset in the visual form.

The application is developed as ASP.NET
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Framework 4.0 C# web site, corresponding to the
relational database MS SQL Server 2005 and by
using jQuery 1.8.9 library at client’s side. It is
available for non-commercial use under the CC-
BY-NC license.

4 Conclusion

The Serbian WordNet has a potential to develop
with more substantial speed and quality now that
valuable new tools for its usage and development
are available. In this new tool we wanted to keep
all characteristics of the old software VisDic that
proved useful in the past and to add the missing
ones of which the most important are a full XML
support, distributed work, and advanced search.
We have achieved this goal, but it should be noted
that the interface is still under construction and its
development will follow users’ demands in future.
Also, for the time being it is given in Serbian, but
we plan to enable localization for other languages
in the next phase.

We hope to continue the development of SWN
in several directions. In the process of further
extension of this resource, domain knowledge
about agroindustry, medicine, geology etc. will
be added, depending on the scientific fields in
which it will be used. Sentiment labels for synsets
and procedures of parallelization with English re-
sources of the same purpose are also planned in
the near future. Furthermore, we plan on increas-
ing the number of noun-adverb relations in order
to enrich the system of semantic relations and se-
mantic knowledge that would facilitate tagging of
rhetorical figures in Serbian. Finally, mapping
to SUMO ontologies and generating of an appro-
priate ontology from the existing XML resource
will be taken into consideration. We believe that
wordnets developed for other languages can bene-
fit from some of our tools, namely the tool for up-
grading one version of WordNet to another, as well
as other tools - with minor adjustments depending
on the particular needs of the administrators and
users of those wordnets.
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Abstract

A comparison and alignment of lexical re-
sources brings about considerable mutual ben-
efits for all resources involved. For all sense
distinctions that are completely parallel in two
resources, such an alignment provides support-
ing external evidence for the validity of sense
distinction and allows enriching word senses
by information contained in the other resource.
By contrast, for all non-matching sense dis-
tinctions, reason for revisiting and possibly re-
vising the lexical entries in question is provid-
ed. The purpose of this paper is to compare the
German wordnet GermaNet with the Digital
Dictionary of the German Language (DWDS)
and to align word senses in the two resources.
The paper presents issues that arise in practice
when such an alignment is performed and in-
dicates the benefits that both resources will
gain.

1 Introduction

It has long been recognized that the identification
and differentiation of word senses is one of the
harder tasks that lexicographers face. As a result,
lexical resources display considerable variation
in the number of word senses that lexicographers
assign to a given lexical entry in a dictionary.
Against this background, lexicographic practice
has undertaken considerable efforts to find exter-
nal knowledge sources that can aid in distin-
guishing and identifying word senses. The exter-
nal knowledge sources that are most widely used
for this purpose are very large electronic corpora
that can be harvested for a given word under lex-
icographic consideration. Another type of re-
source that has also been explored as an external
reference point is the comparison with another
semantic dictionary that has been constructed
independently for the same language.

The present paper reports on an ongoing pro-
ject in which the German wordnet GermaNet
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(Hamp and Feldweg, 1997; Henrich and Hin-
richs, 2010) is compared to the word senses con-
tained in the Digital Dictionary of the German
Language (Digitales Worterbuch der Deutschen
Sprache’, DWDS; Klein and Geyken, 2010).
Both resources are long-term lexicographic pro-
jects aiming at a comprehensive coverage of con-
temporary standard German in electronic form.
What makes a comparison between these re-
sources particularly interesting and useful is the
fact that they utilize two different methods for
constructing word meanings.

The DWDS is based on the digital versions of
three pre-existing dictionaries: the Dictionary of
Contemporary German (Worterbuch der deut-
schen Gegenwartssprache, WDG), the Grimm
Dictionaries Deutsches Worterbuch von Jacob
Grimm und Wilhelm Grimm (1DWB) and its re-
vised version (2DWB), as well as the Etymologi-
cal German Dictionary by Wolfgang Pfeifer (Et-
ymWb). The lexical entries inherited from these
dictionaries have been revised and amended by
information harvested from large electronic cor-
pora of contemporary German (Didakowski et
al., 2012). DWDS lexical entries are structured
by the number of senses which may be further
differentiated by an enumeration of subsenses.
Senses are accompanied by examples harvested
from German text corpora or by so-called com-
petence examples that are manually constructed.

The conception of word meaning underlying
GermaNet adheres to the idea of a network of
meaningfully related words and concepts that are
interlinked by a set of lexical and conceptual re-
lations and that was first realized in the Princeton
WordNet for English (Fellbaum, 1998). The set
of lexical and conceptual relations include syn-
onymy, hypernymy/hyponymy, meronymy/holo-
nymy, causation, antonymy, and pertainymy.

The comparison of GermaNet and the DWDS
dictionary will focus on the alignment of Germa-

! http://www.dwds.de/



Net senses (synsets and lexical units) with the
senses and subsenses of DWDS lexical entries.
The benefits of this GermaNet-DWDS compari-
son include the following:

e If the set of sense distinctions match for a

given word lemma in both resources, then
this provides supporting external evidence
for the validity of these sense distinctions.
If the set of sense distinctions differ between
the two resources, then this provides reason
for revisiting and possibly revising the lexi-
cal entries in question.

Apart from the comparison of word senses,

each resource stands to gain from the GermaNet-

DWDS mapping in the following ways:

* It becomes possible to implement an intelli-
gent semantic search for the DWDS that
provides users not just with the word senses
of a given lexical entry but also with lexical
information about related words.

GermaNet synsets and lexical units can be
enriched by suitable definitions as well as
examples contained in the DWDS.

The purpose of this paper is to present the re-

sults of a pilot study that concentrates on a set of

issues that arise in practice when such a mapping
is performed.

2 Survey of the Overlapping Coverage

The total number of lemmas that have lexical
entries in both resources is 48,03»62 (6,211 adjec-
tives, 34,366 nouns, and 7,735 verbs), which co-
vers about 53.5% of all lemmas encoded in Ger-
maNet. At first glance, this overlap might seem
low. However, on a closer look, there is an ex-
planation for this which mainly concerns the fol-
lowing three points:

* The history of the two resources causes dif-
ferences in coverage. The DWDS is based on
the digital versions of three pre-existing dic-
tionaries that do not include most recent con-
temporary language. By contrast, the terms
to be included in GermaNet follow frequen-
cy lists extracted from large corpora such as
newspaper texts and Wikipedia, which also
contain recent contemporary language.

Both resources have different basic decisions
on what terms and senses should be includ-
ed. The perspectives and guidelines that the

2 All numbers are calculated on GermaNet’s current release
8.0 as of April 2013 and on the DWDS subset taken from
version 0.4.17 and filtered for all lexical entries for lemmas
covered by both resources. This filtered subset has been
made available to us on August 9, 2013.
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lexicographers of both resources pursue dif-
fer. For example, the resources deviate in the
inclusion of regional, obsolete, technical, and
colloquial terms as well as most recent con-
temporary language. This further explains
why the coverage of GermaNet and the
DWDS differs.
Since compounding is a highly productive
phenomenon of the German language, the
question of which compounds to include in a
lexical resource is not trivial to answer.
There are many newly created compounds
that eventually — after some undefined time
and depending on the frequency of general
usage — might become part of the fundamen-
tal vocabulary of the German language.
Thus, especially for the coverage of com-
pounds, there is a huge deviation between
the two resources.
Since senses in the DWDS might be further
differentiated by an enumeration of subsenses, a
survey on word senses involves more than one
comparison. GermaNet distinguishes 59,495
senses for the 48,036 lemmas that the two re-
sources share. The overall number of 61,053
main sense distinctions in the DWDS is very
similar. On the contrary, the number of main
senses plus subsenses on the highest level encod-
ed in the DWDS is 74,346, which is more than in
GermaNet. This suggests a mapping on the main
sense level of the DWDS.
The outcome of this survey proves that there is
a considerable overlap of word lemmas with a
comparable amount of senses in both resources,
which supports the usefulness of conducting a
sense alignment.

3 Evaluation of the Sense Alignment

In order to be able to evaluate the alignment
on the level of senses and subsenses, the lexical
entries for an initial set of 470 randomly selected
word lemmas (see Section 4 for the selection
process) have been manually analyzed with re-
gard to the appropriateness of matching senses
from one resource onto the senses in the other
resource. The variability of how good the senses
can be matched leads to a division into four clas-
ses that are illustrated and described in the fol-
lowing four subsections — in descending order
according to their alignment appropriateness.
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Pferd

‘horse (animal)’

[...] Reittier und Zugtier, das durch kurze Ohren und den schon von der

Wourzel an lang behaarten Schwanz gekennzeichnet ist
\ ‘riding animal with short ears and an already from the root long haired tail’

\

Pferd
‘gymnastic horse’
7

. 4

' Turngeriit aus gepolsterter Lederrolle auf vier Fiilen mit zwei

herausnehmbaren Griffen
\‘gymnastics apparatus made from padded leather on four legs with two removable handles’

Pferd

‘knight (chess)’

Schach: Figur mit stilisiertem Pferdekopf, Springer, Rossel
‘chess: piece with stylized horse head, jumper, knight’

Figure 1: Sense mapping using the example of Pferd (class 1).

3.1 Class 1: Exact match of main senses

Class 1 represents the ideal case, i.e., senses in
GermaNet correspond to main senses in the
DWDS. The German noun Pferd is a case in
point. As illustrated in Figure 1, this lemma has
the three distinct senses in both resources repre-
senting an animal horse, a gymnastic horse, and a
chess knight. All word senses that fall into this
class show an identical overlapping lexical cov-
erage and an identical granularity level of sense
distinctions. For both GermaNet and the DWDS,
this provides mutual supporting evidence for the
validity of these sense distinctions.

For GermaNet, the obvious gain for all these
senses is an enrichment by suitable definitions
and examples contained in the corresponding
DWDS senses. For the DWDS, it becomes pos-
sible for all these senses that an intelligent se-
mantic search provides users not just with the
word senses of a given lexical entry but also with
lexical information about related words.

3.2 Class 2: Exact match of subsenses

There are several senses in GermaNet that do not
correspond to main senses in the DWDS but
which correspond to subsenses in the DWDS.
These latter ones are included in class 2. Figure 2
gives an example using the word Bogen. In Ger-
maNet, there are two distinct senses representing
a violin bow and a bow as a weapon (see the left
side of Figure 2). In the DWDS, there is a main
sense described as gebogenes Gerdt ‘curved de-
vice’ which is further differentiated into the two
subsenses of a violin bow (sub ) and a bow as a
weapon (sub 2) — see the two entries denoted by
sub I and sub 2 on the right side of Figure 2.

The overall coverage for these senses is the
same. It is only the granularity level of the sense
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distinctions that differs. The reason for this dif-
ference results from different perspectives and
guidelines of how to model word senses that the
lexicographers of both resources pursue. There is
an agreement between lexicographers of both
resources that the two senses under consideration
should be modeled separately. The question of
whether to constitute two separate word senses
or two subsenses of a common main sense is
bound to the nature of the resources, i.e., Germa-
Net does not further distinguish word senses into
subsenses.

The senses that fall into this class again pro-
vide support for the validity of the sense distinc-
tions for both resources. Furthermore, the en-
richment of GermaNet senses with definitions
and examples as well as the enrichment of
DWDS senses with information on related words
is equally possible than it is described for class 1.

3.3 Class 3: Partly overlapping coverage

and different sense distinctions

Class 3 contains senses for which a straightfor-
ward one-to-one mapping is not possible. This
includes the following two cases: (i) two separate
senses from one resource are jointly represented
by only one sense in the other resource and (ii)
the core meaning of two senses is the same, but
the two senses are still not completely identical
in their coverage.

The German noun Pranke is a case in point for
case (1). The DWDS encodes a sense defined as
Vordertatze, besonders von groflen Raubtieren,
umgangssprachlich,  scherzhaft, iibertragen:
grofle, starke Hand ’forepaw of an animal, espe-
cially a predator; colloquial, jokingly, figurative:
big, strong hand’ (see the right side in Figure 3).
In GermaNet, Pranke has the two fine-grained
senses denoting the paw of an animal and the
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Gen;mai\let

gebogenes Gerdt ‘curved device’

Bogen
‘violin bow’

pe g

—

sub 1

stringed instruments’

Musik: elastischer, mit [...] Haaren bespannter Holzstab, mit

dem die Saiten der Streichinstrumente gespielt werden
‘music: flexible, wooden stick with hair stretched along it, for playing the strings of

Bogen
‘bow as weapon’

sub 2

Schusswaffe, die aus einem federnden Holzstab und einer straff
gespannten Sehne besteht und mit der Pfeile abgeschnellt
werden ‘flexible, wooden weapon with a bowstring for firing arrows’

Figure 2: Sense mapping using the example of Bogen (class 2).

figurative term for the human hand (see the left
side in Figure 3). In this example, both these
more specific GermaNet senses are subsumed
under one single DWDS sense.

In the second case (ii) that is subsumed by
class 3, there is no complete coverage of the
meaning of one sense in one resource with the
corresponding sense in the other resource. The
core sense is mostly identical, but there are
meaning aspects that led the lexicographers to
decide differently on whether to explicitly en-
code a separate sense in the dictionary or not.

An example of this type is the German noun
Sturm ‘storm’. Both GermaNet and the DWDS
encode a sense referring to the weather phenom-
enon. Accompanying example sentences of this
word sense in the DWDS include instances ex-
emplifying a figurative usage, such as, for exam-
ple, ein Sturm der Entriistung ‘a storm of indig-
nation’. That means, the figurative meaning of
Sturm 1is explicitly mentioned in the DWDS
weather phenomenon sense — without encoding a
separate sense or subsense. By contrast, the fig-
urative meaning of Sturm is not present in Ger-
maNet — neither as part of the corresponding
weather phenomenon sense nor explicitly as a
separate sense.

The phenomena of both cases (i) and (ii) can-
not solely be explained by the lexicographic
background of the two resources. They rather
illustrate different lexicographic perspectives of
how to distinguish senses of a word. The ques-
tion at what point a meaning should be regarded
as a distinct sense or subsense to be included in a
dictionary is a difficult issue in lexicographic
work. Aspects that affect this decision include
figurative meaning, technical, colloquial, or re-
gional usage of a term. Both in the paw and in
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the storm examples, the lexicographers of the
two resources have made different decisions with
respect to the status of the figurative meaning of
a word sense.

As for the benefit from a mapping of senses in
this class, it would mean that each example sen-
tence for the DWDS senses in question has to be
analyzed individually in order to decide whether
it can be assigned to a GermaNet sense. None-
theless, it is interesting to further analyze these
cases since they concern the identification and
differentiation of word senses which is one of the
harder tasks that lexicographers face.

3.4 Class 4: Distinct coverage

This class comprises lemmas where there is at
least one sense or subsense in one resource that
does not have a corresponding entry in the other
resource. An example of this kind is illustrated in
Figure 4 using the example of Maus. For this
word, GermaNet encodes the two senses of the
mouse as an animal and the computer mouse (see
the left side of Figure 4). The DWDS also en-
codes the animal sense of a mouse, but it does
not include the computer mouse sense. Instead,
the DWDS lists Mduse (plural for Maus) in the
sense of an informal synonym for money (see the
right side of Figure 4).

As illustrated in the mouse example, both re-
sources gain benefit from a sense alignment by
mutually providing suggestions of possibly miss-
ing senses. In general, with the help of simple
word comparisons, it is easy to automatically
compile lists of lemmas that serve as candidates
to be inserted into a dictionary. By contrast, it is
much more difficult to provide (automatic) sug-
gestions of possibly missing senses. In all cases
where the sense alignment discovers different



Germallet

Pranke
‘ ‘paw (animal)’
R ——

Pranke
‘big, strong hand’

DWD S

Vordertatze, besonders von grofien Raubtieren; umgangssprachlich,

scherzhaft, iibertragen: grofie, starke Hand
‘forepaw of an animal, especially a predator; colloquial, jokingly, figurative: big, strong hand’

Figure 3: Sense mapping using the example of Pranke (class 3).

sets of sense distinctions between GermaNet and
the DWDS, this provides reason for revisiting
and possibly revising the lexical entries in ques-
tion.

4 Evaluation Statistics

The selection of the initial set of manually
aligned word lemmas is guided by the following
criteria:

* The selected words include all three word
classes of adjectives, nouns, and verbs.

* In order to ensure a detailed evaluation of
lexical items with different degrees of poly-
semy, the evaluation reports results for five
different polysemy classes: words having (i)
one sense in GermaNet, (ii) two senses in
GermaNet, (iii) three or four senses, (iv) five
to ten senses, and (v) more than ten senses in
GermaNet.

* The sample as a whole represents a good
balance of word classes and number of dis-
tinct word senses.

That is, for adjectives and verbs, 35 lemmas
were randomly selected for each of the polysemy
classes (i) to (v). Since the coverage for nouns is
higher compared to the coverage of the other two
word classes, 50 nominal lemmas were randomly
chosen for each polysemy class. Table 1 shows
the total number of word lemmas and corre-
sponding word senses (in parentheses) in each
polysemy class for the three word classes’ that
were manually aligned by two experienced lexi-
cographers. Column A/l POS contains the
summed numbers for all word classes (i.e., part-
of-speech, POS) separately for the polysemy
classes.

* The information both about the number of distinct word
senses as well as about the word category of the lemmas is
taken from GermaNet.

Senses | Adjectives | Nouns Verbs All POS
1 35(35) | 50(50) | 35(35) | 120(120)

2 35(70) | 50 (100) | 35(70) | 120 (240)
3—4 | 35(114) | 50 (161) | 35(112) | 120 (387)

5-10| 8(51) | 50(282) | 35(209) | 93 (542)

>10 - 3(6) | 14(192) | 17(228)
Total | 113 (270) | 203 (629) | 154 (618) |470 (1,517)

Table 1: Aligned word lemmas
(corresponding word senses in parentheses)
and their sense distributions

Note that the number of lemmas for adjectives
with three or four senses and for nouns and verbs
with more than ten senses is lower than men-
tioned above. The reason is simply because there
are only few lemmas encoded both in GermaNet
and the DWDS that fall into these classes, i.e., 8,
3, and 14, respectively. Adjectives with more
than ten senses do not exist at all.

Altogether, 470 distinct word lemmas were
manually checked by the lexicographers. These
lemmas correspond to 1,517 senses (in Germa-
Net) of which 113 adjectives, 203 nouns, and
154 verbs. That is, the 470 words have an aver-
age of 3.2 senses (2.4 for adjectives, 3.1 for
nouns, and 4.0 for verbs). With the help of the
manual sense alignment, it is possible to classify
senses according to their alignment appropriate-
ness, i.e., into classes 1 to 4 described in Sec-
tions 3.1-3.4.

Table 2 lists the counts of these 1,517 Germa-
Net senses classified into the four alignment
classes separately for the previously defined pol-
ysemy classes (columns). The rightmost column
depicts the overall results without classifying
words with respect to their number of different
senses. The rows show the different alignment
classes 1 — 4 separately for each of the three
word categories of adjectives, nouns, and verbs.
The last row (4!l cl.) sums all aligned senses for
each word class per polysemy class. Rows
marked with £ denote results for all word catego-
ries.




Germalet

Maus
k’mouse (animal)’

D

WD S

meist graues [...] Nagetier mit spitzer Schnauze, nackten Ohren und
langem [...] Schwanz, das [...] in Feldern und Waldern lebt

‘mostly gray rodent with pointed snout, naked ears and long tail, living in fields and woods’ )

v

(..

Maus

J

‘computer mouse’

Geld (salopp), nur im Plural ‘money (sloppy), only plural’

Figure 4: Sense mapping using the example of Maus (class 4).

Senses in GermaNet
1 2 |3-4|5-10(>10 Total
~| adi. | 35129 46| 16 - 126 (47%)
w|nouns| 49 | 64 | 77 | 136 | 9 335 (53%)
S verbs | 34 | 36 | 51 | 73 | 56 | 250 (40%)
T | 118129174225 | 9 711 (47%)
~ adj. | O 5119 12 - 36 (13%)
w|nouns| 0 2 | 11| 43 4 60 (10%)
S verbs | 0 0 7 | 48 | 55 110 (18%)
> 0 7 | 37103 | 4 206 (14%)
| adi. | 0 | 35|38 19 - 92 (34%)
glnouns| 1 | 18 | 54 | 58 | 22 153 (24%)
S verbs| 0 | 32 |46 | 71 | 71 220 (36%)
p) 1 | 85 |138] 148 | 22 | 465 (31%)
<| adi. | 0 1 |11 4 - 16 (7%)
2|nouns| 0 | 16 | 19 | 45 1 81 (13%)
S verbs | 1 2 8 17 | 10 38 (6%)
p) 1 |19 ] 38| 66 1 135 (9%)
| adj. | 35| 70 |114| 51 — | 270 (100%)
Ol nouns | 50 | 100 | 161| 282 | 36 | 629 (100%)
§C verbs | 35 | 70 | 112] 209 | 192 | 618 (100%)
> 120240387 | 542 | 228 | 1,517 (100%)

Table 2: Sense distribution
of the different alignment classes

The numbers in Table 2 count senses rather
than lemmas. Note that this implies that senses of
a single lemma do not necessarily all have to be
classified to the same alignment class but can
belong to different classes — what arises quite
frequently in practice. An example of this kind is
the lemma Maus which has already been dis-
cussed in Section 3.4 (see Figure 4). The first
GermaNet sense depicting the mouse as an ani-
mal has a corresponding main sense on the
DWDS side; meaning that this sense is counted
for alignment class 1. On the contrary, the se-
cond GermaNet sense for this lemma, which rep-
resents the computer mouse sense, does not have
a corresponding match on the DWDS side. Thus,
the second sense has to be counted for class 4.
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5 Discussion of the Results

To begin with the most prominent and important
result, classes 1 (exact match of main senses) and
2 (exact match of subsenses) together arise in
61% of all cases, i.e., 47% and 14%, respectively
— see Table 2. This suggests that for three out of
five word senses from GermaNet there is a
matching sense in the DWDS with which a Ger-
maNet sense can be aligned. This underscores
the overall feasibility of a sense alignment be-
tween the two lexical resources. The obvious
gain for all these senses is the mutual enrichment
by sense-specific information — such as suitable
definitions, examples, and lexical relations — tak-
en from the matching sense.

Class 1 arises in 47% of all cases and thus
much more frequently than all other classes. The
fact that matches between GermaNet senses and
main senses in the DWDS (class 1) outnumber
matches between GermaNet senses and subsens-
es in the DWDS (class 2) was to be expected.
This confirms the conception of word senses on
the same granularity level in both resources.

Both classes 3 (partly overlapping coverage
and different sense distinctions) and 4 (distinct
coverage) reveal differences between GermaNet
and the DWDS that prevent a straight forward
sense alignment. The explanation why class 3
arises in 31% of all cases, i.e., why there are dif-
ferences in the distinction of senses, is due to the
lexicographic background of the two resources.
The lexicographers of GermaNet and the DWDS
pursue different perspectives and guidelines of
how to model word senses, e.g. with respect to
the sense granularity. Thus, from a lexicogra-
pher’s perspective, it is interesting to analyze
these cases since they concern the identification
and differentiation of word senses which is one
of the harder tasks that lexicographers face. To
gain benefit from a mapping of senses in this
class, it would mean that all information for a



sense has to be analyzed in order to be individu-
ally assigned to a corresponding sense.

Class 4, which indicates a distinct coverage of
GermaNet and the DWDS, shows fewest occur-
rences. In only 9% of all GermaNet senses, there
is no corresponding entry in the DWDS. It
should be kept in mind that this number only ap-
plies to those 48,036 lemmas that are encoded in
both resources. For all remaining lemmas, there
are no lexical entries in the DWDS at all and thus
these word senses would fall into class 4 as well.
The evaluation for class 4 is biased towards one
direction, i.e., it regards GermaNet senses with
missing entries in the DWDS. Since it is also
interesting to analyze and compare the other way
around where there are DWDS senses lacking
matches in GermaNet, these cases have also been
recorded during the manual alignment. Altogeth-
er, there are 384 word senses (122 adjectival, 104
nominal, and 158 verbal senses) in the DWDS
that do not have a corresponding entry in Germa-
Net. In all cases where the sets of sense distinc-
tions differ between the two resources, this pro-
vides reason for revisiting and possibly revising
the lexical entries in question. Of course, this
also applies to all those word lemmas for which
there is a lexical entry in only one of the two re-
sources.

A comparison of the results for the three dif-
ferent word classes and polysemy classes yields
the following tendencies:

*  Words with only one GermaNet sense almost
exclusively fall into class 1 — for all three
word classes. This is not surprising since
those words usually have one or few senses
in the DWDS and thus the probability that
the “same” most prominent sense of a word
is encoded in both resources is significant.
More than half of all nouns (53%) fall into
class 1 — much fewer nouns (10%) fall into
class 2. By contrast, there are only 40% of all
verbs in class 1, but proportionally almost
twice as many verbs (18%) classified to
class 2 compared to nouns. This is especially
remarkable for verbs with more than four
senses. One reason for this difference is the
variety in the granularity level of the sense
distinctions in GermaNet and the DWDS
which arises more often for verbs than for
nouns.

The deviation between the three word classes
for polysemous words, i.e., words with more
than one sense in GermaNet, is interesting to
observe. Adjectives and verbs show a pro-
portionally larger number of occurrences in
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class 3 (34% and 36%, respectively) com-
pared to nouns (24%). This means that there
are more words with a partly overlapping
coverage and different sense distinctions for
adjectives and verbs than for nouns, e.g.,
where two senses from one resource jointly
describe one sense of the other resource.
By contrast, this ratio is reversed for class 4,
where there are proportionally nearly twice
as many occurrences for nouns (13%) than
for adjectives and verbs (7% and 6%, respec-
tively). The explanation for this is that there
are more nominal senses that are not encoded
in one resource, but more adjectival and ver-
bal senses that encode an overlapping cover-
age with a different distinction of senses.
All in all, it is worthwhile to perform a com-
plete sense alignment between GermaNet and the
DWDS. This will open up a wide range of bene-
fits for both resources, including the harvesting
of sense-specific information and the external
support of sense distinctions for matching senses
as well as indicators for revisiting and possibly
revising the lexical entries in question for non-
matching senses.

6 Related Work

There has been a considerable body of research
for English that investigates the alignment of the
Princeton WordNet with Wikipedia (including
Ruiz-Casado et al., 2005; Ponzetto and Navigli,
2010; Niemann and Gurevych, 2011), with Wik-
tionary (including Meyer and Gurevych, 2011),
with the Longman Dictionary of Contemporary
English and with Roget's thesaurus (Kwong,
1998), with the Hector lexicon (Litkowski,
1999), or with the Oxford Dictionary of English
(Navigli, 2006).

Previous work for German has been on the
alignment of GermaNet with the German version
of Wiktionary (Henrich et al., 2011) and with the
German Wikipedia (Henrich et al., 2012).

However, there is no other previous research
that tries to align GermaNet to the DWDS.

7  Conclusion and Future Work

This initial pilot study has proven the feasibility
of a sense alignment between GermaNet and the
DWDS both in term of quantity and appropriate-
ness. We have learned about the differences in
the distinction of senses that are due to different
perspectives and guidelines of how to model
word senses that the lexicographers of both re-
sources pursue. The classification of senses ac-



cording to their appropriateness to be aligned
with senses from the other resource allows an
individual treatment of different issues and phe-
nomena that arise in practice when an alignment
of two resources is performed.

The alignment of GermaNet with the DWDS
brings about considerable mutual benefits for
both resources. For all sense distinctions that are
completely parallel in the two resources, the
alignment provides supporting external evidence
for the validity of sense distinction and allows
enriching word senses by information contained
in the other resource. By contrast, for all non-
matching sense distinctions, reason for revisiting
and possibly revising the lexical entries in ques-
tion is provided.

The natural next step, which we have already
started to work on, is to implement an algorithm
that automatically aligns senses from the two
resources. This provides a good basis for the lex-
icographer’s work of post-correcting the auto-
matic alignment and revising the senses in both
resources, which still remains a complex and
substantial task to be performed.
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Abstract

Internet communication plays a considerable
part in economic, financial and even politic
domains. It is greatly influencing the politic
revolution of many Arabic countries. That
allows Internet communication to take more
and more scale especially in an Arabic
context. In this case, we notice that Internet
communication is based on textual
interchange using Arabic dialects more than
Avrabic language. However, few efforts were
made for Arabic dialect processing
particularly for aeb! language. In this case,
we suggest building a standardized aeb
Wordnet, which is a basic tool for Natural
Language Processing (NLP) of aeb language.
In this article, we present an extended
Wordnet-LMF  model acquired to aeb
language specificities used to represent aeb
Wordnet and we describe building steps.

1 Introduction

Wordnet, firstly developed for English language,
cover newer days many others languages and
even dialects. In an Arabic case, many efforts
were make to build a Wordnet for Modern
standard Arabic but no real attempt has been
made for Arabic dialects.

Arabic dialects represent Arabic language
variations often spoken. However, they are
written in some press articles, theater pieces,
poetic books and Internet based communication
such as email, instant messaging, forums, blogs,
social networks, etc.

With the politic revolution of several Arabic
countries like Tunisia (i.e. also Egypt, Syria,
etc.), Arabic dialect processing takes more and

! aeb is the 1SO 639-3 language code for Tunisian Arabic.
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more scale in Arabic countries and particularly in
Tunisia.

In this case, we suggest building a powerful
semantic lexicon for Tunisian dialect (aeb
language): aeb Wordnet using the expand
approach which is formulated according to an
adapted format of Wordnet-LMF. The use of
standardized Lexical Markup Framework (LMF)
ISO 24613 format allows interchange between
aeb Wordnet and other standardized lexicons.

2 Challenges

Developing an aeb wordnet faces many
constraints associated to resources, language
characteristics and use.

Generally, building a Wordnet needs a lot of
resources. But, for aeb language few written
resources are found: an electronic bilingual
dictionary eng”-aeb, some press articles, some
theater pieces, some poesy books, etc. Indeed,
aeb like other Arabic dialects is sometimes
written and it’s not educated.

In addition to the lack of resources, we notice
many language specificities: absence of standard
transcription, use of six variations (i.e. Tunis,
Sahel, Sfax, occidental north, occidental south
and oriental south) and estrangement from
English language and even from Arabic
language. Indeed, aeb language is characterized
by the absence of standard transcription: the
same word can be represented by different
transcriptions e.g. the word [23) /?itwaqga?s/’]
"anticipate” can be transcribed as [
I?itwaqqa?/] or [ /twaqga?*/]. Also, it uses six
variations e.g. the variations of the personal
pronoun "I" are illustrated by the Table 1.

2 eng is the 1SO 639-3 language code for English.
® phonetic transcription according to International Phonetic
Alphabet (IPA).



aeb variations
Tunis | Sahel Sfax Occidental Occidental oriental
north south south
Gl S|y G Gl )
Table 1. Variation of the personal pronoun
[W/?a:na:/] "1™

In addition, aeb is a Semitic language like
Arabic very different from English at
morphological, lexical and syntactical levels and
also different from Arabic seeing that its
alphabet counts three consonants which aren’t
used in Arabic (i.e. [« I/ ],[<8/q’/] and [« /P]]),
its lexicon is full of foreign words (e.g. the word
[5583 /dazku:rduz/] “all right” is borrowed
from Italian language) and it uses Arabic roots to
express other meanings (e.g. the Arabic root
[22/xdm/] meaning "to serve" is used in aeb
language as [33/xdim/] to express "to work").

Also, the use of aeb language raises other
constraints. Indeed, aeb use covers spoken and
written forms. The last form can be diacritized,
not diacritized or partially diacritized e.g. the
word [859] “anticipate” can be transcribed as
[854], [e3s9] [ &59]. It can be also scripted with
Arabic, Latin or a mixed script e.g. the word
[x85] “anticipate” can be transcribed as [3],
[etwa99a3] or [ets993].

3  Wordnet-LMF

Towards generation of a standard model
representing lexicons, many works are made
around LMF. Wordnets, seen that they are
considered as semantic lexicons, can use LMF.
They precisely can use Wordnet-LMF formed by
the components described below. These
components are not sufficient to express
correctly aeb particularities such as the use of
many transcriptions for the same lexical entry,
the variation, the phonetic sight or the inflected
and derived forms. So, we add others LMF
components as extension.

3.1 Components

Wordnets, all over the world, share the same
basic concepts (i.e. word, verb, noun, adjective,
adverb, synset, etc.) and organization (i.e. sets of
synonyms, each representing a lexicalized
concept (Miller, 1995)) but they have different
representations. Some efforts were made,
thought the project Knowledge-Yielding
Ontologies for Transition-Based Organization
(KYOTO?), to propose a standardized model for

* KYOTO (project nr. 211423) FP7-ICT-2007-1
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Wordnets: KYOTO-LMF or Wordnet-LMF. This
model is an LMF dialect. It is a Wordnet adapted
version of the common standardized framework
for representing natural language processing
(NLP) lexicons: ISO 24613 LMF (Soria and
Monachini, 2008).

This model is composed of twenty one
elements (Soria et al., 2009). LexicalResource is
the root element with three children representing
general information (i.e Globallnformation), the
lexicon associate to a defined language (i.e.
Lexicon) and a bracketing element grouping
together SenseAxis (i.e. SenseAxe). The root
element describes the resource that can be a
monolingual or a multilingual Wordnet. The
other elements can be distributed over three
different packages, i.e. the morphological, the
NLP semantic and the NLP multilingual
notations package.

The morphological package contains five
elements describing a lexeme in a given
language (i.e. LexicalEntry), a word that can be a
root, a stem, an inflected form or a multiword
expression (i.e. Lemma), one meaning of a
LexicalEntry (i.e. Sense), a link between a Sense
and another resource (i.e. Monolingual-
ExternalRef) and a bracketing element grouping
together MonolingualExternalRef (i.e. Mono-
lingualExternalRefs).

The NLP semantic package is formed by
seven elements representing a set of shared
meanings within the same language (i.e. Synset),
the gloss associate with one synset (i.e.
Definition), an example of use associate to one
synset (i.e. Statement), a relation between
synsets (i.e. SynsetRelation), a bracketing
element grouping together RelationSynset (i.e.
RelationSynsets), a link between a Synset and
another resource (i.e MonolingualExternalRef)
and a bracketing element grouping together
MonolingualExternalRef  (i.e.  Monolingual-
ExternalRefs).

And finally, the NLP Multilingual notations
package containing four elements used only to
describe multilingual Wordnets.

This model contains also an element
describing administrative information (i.e. Meta)
used with LexicalEntry, MonolingualExternal-
Ref, Synset and SynsetRelation.

3.2
Wordnet-LMF is a model adopted, in the project

Wordnet-LMF vs aeb language
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Figure 1. Wordnet-LMF object diagram of the word [33 /?itwaqga?*/] "anticipate”

KYOTO, to represent Wordnets of English,
Dutch, lItalian, Basque, Spanish, Chinese and
Japanese (Soria et al., 2009). These languages
are different from aeb language. So, the use of
Wordnet-LMF to represent aeb language can’t
preserve the language specificities.

The Figure 1 represents the Unified Modeling
Language (UML®) object diagram of Wordnet-
LMF associated to the word [&5) /2itwaqqa?/]
"anticipate™. It illustrates the limits of Wordnet-
LMF for aeb language description. Indeed,
Wordnet-LMF model doesn’t express the use of
many transcriptions for the same lexical entry,
the variation, the phonetic and the inflected
forms of a lexical entry and the structure of
Semitic languages (i.e. derivation phenomena).

3.3 Extension

To express properly the aeb language
specificities, we suggest extending Wordnet-
LMF using 1ISO LMF.

In this case, we firstly propose to replace the
cardinality "1..1" of the association between
LexicalEntry and Lemma by the cardinality
"1..*".That allows the affection of more than one
Lemma to the same LexicalEntry as it is shown

in Figure 3, e.g. the lexicalEntry [
[?itwaqga?‘/] “anticipate” has two lemmas

illustrated by the figure below.

® UML is a standardized (ISO/IEC 19501:2005), general-
purpose modeling language in the field of software
engineering (Wikipedia).
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LexicalEntry : 283

Lemmal: 13)31 /Ritwaqqa?s/ Lemma?2: 13)3 /twaqqa?sy/

Figure 2. Lemmas of the word [x85
[?itwaqga?*/] "anticipate"

Secondly, we propose to add two attributes for
the entity Lemma: script and orthographyName,
seen that aeb transcription uses Arabic or Latin
script.

Finally, we suggest adding three 1SO LMF
elements: FormRepresentation, WordForm and
RelatedForm to represent respectively the
phonetic and the variation, the inflected and the
derived forms of a lexical entry (ISO 24613,
2008). E.g. these elements are integrated for the
word [25) /?itwaqqga?®/] "anticipate” like it is
shown in the Figure 3.

‘RelatedForm
-type = hasAroot ‘ : Lemma
lexicalEntry = &3 . ‘FormRepresentation
:“a:mt(;ﬂig Ui; f';‘u | -phoneticForm = /tWaqqal’/
/ Spmp[ _Pmbi: -geographicalVariant = Tunis
-script = Arabic
-orthographyName = arabic pointed
: LexicalEniry
id= 5
: Lemma
; ‘FomRepresentation
-wiittenForm = &5 oo %/
partOfSpeech=v | -phoneticForm = itwaqqa?
-sctipt = Arabic -geographicalVariant = Tunis
-orthographyName = arabic pointed
: WordForm
-witenFom = ) ‘FormRepresentation
-grammaticalNumber = singular - ,
-grammaticalTense = fmperative)——{ -PhoneticForm = [litwaggal/
-person =2 -geographicalVariant = Tunis
lexicalType = inflexion

Figure 3. Object diagram of the word [285
I2itwaqqa?*/] "anticipate”
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Figure 4. Extended Wordnet-LMF model for aeb language

Consequently, we get the Wordnet-LMF
extended model accurate to aeb language shown
by UML class diagram in the Figure 4.

4  aeb Wordnet construction

In general, building Wordnet can be done by
merged or expanded approach (Vossen, 1998).
The merged approach consists on the creation of
synsets and synset relations using language
resources. But, the expand approach generates
synsets and synset relations from the widely used

WordNet: Princeton WordNet (PWN) by
translation.
The first approach save the language

specificities but it is complex and need a lot of
language resources. The second one is easy and
needs only PWN and bilingual dictionaries but it
generates a biased Wordnet to PWN.

In the case of aeb Wordnet development, the
first approach can’t be used because of the lack
of aeb resources. So, we adopt the expanded
approach. We use PWN 3.1 released in 2011 and
the only bilingual dictionary found for English
and Arabic Tunisian: Peace Corps dictionary of
Rached Ben Abdelkader, Abdeljelil Ayed and
Aziza Naouar edited in July 1977 listing about
6000 aeb words.
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Aeb Wordnet is developed manually, with the
format XML®, throw three steps: creation,
validation and extension.

4.1 Creation

Wordnet is a set of lexical entries L= {I} and a
set of synsets S={s}. A lexical entry | is
composed of one word weW at least, which can
be a Lemma or a WordForm. A synset s is
composed of a subset of lexical entries L’ and a
set of synset relations R={r}.

To generate aeb Wordnet (Laep, Saeb) We use

both PWN and Peace Corps dictionary D.
Indeed, for every translation teD, we generate a
subset of lexical entries L’z¢p and a subset of

synsets S’ gap.

A translation t can be monosemous (t = (Weng,
Waep)), divergent polysemous (t= {(Weng'
Wlaeh). (Weng: WZ2aeh). {(Weng: W3aeb)
...}) or represent a lexical lacuna (t= (Weng’ 2)).

In the first case, the translation t = (wgpg,
Waep) generates one lexical entry lzep for waep

® XML is a markup language that defines a set of rules for
encoding documents in a format that is both human-
readable and machine-readable (Wikipedia).


http://en.wikipedia.org/wiki/Markup_language
http://en.wikipedia.org/wiki/File_format
http://en.wikipedia.org/wiki/Human-readable_medium
http://en.wikipedia.org/wiki/Human-readable_medium
http://en.wikipedia.org/wiki/Machine-readable_data

considered as a lemma and a subset of synset
S’aeb like it is presented in the Figure 5.

S’aeb=1{s (L’aeh, R)} is equivalent to S’pwn={s
(L’pwn: R)} i.e. synsets of wepg in PWN and
L’ aep is obtained from the translation of words
in L*p\yn using D.

PWN 3.1 { Peace corps dictionary
D
I PN ={ Wewn
+ t=. Waeb
Spyn ={ s(Lpwn , R) }

aeb Wordnet

Weep

|ae:_

+
Saeb ={ 9{: L'aeb, R lj

Lzes is the transiation of L5y,

i using D

Figure 5. Monosemous translation

_E.g. the translation tl= {("anticipate",
"5} generates the lexical entry lgep

described by the Figure 3 with six senses (i.e.
equivalent to the english word "anticipate"

senses) as it is shown below.
<LexicalEntry id="g3I">

<Sense id="1_a8s)" synset=""aeb-10-00721658-v"*>

<Meta author="Karmani Nadia" date="2013-09-03"
source="PWN3.1" status="EMPTY"/>

<MonolingualExternalRefs>

<monolingualExternalRef externalSystem="WordNet 3.1"
externalReference="eng-31-00721658-v" />

</MonolingualExternalRefs>

</Sense> :

<Sense id=""2_&3" synset=""aeb-10-02571406-v'">

<Meta author="Karmani Nadia" date="2013-09-03"
source="PWN3.1" status="EMPTY"/>

<MonolingualExternalRefs>

<monolingualExternalRef externalSystem="WordNet 3.1"
externalReference="eng-31-02571406-v" />

</MonolingualExternalRefs>

</Sense> :

<Sense id=""3_&83i" synset=""aeb-10-00722732-v*">

<Meta author="Karmani Nadia" date="2013-09-03"
source="PWN3.1" status="EMPTY"/>

<MonolingualExternalRefs>

<monolingualExternalRef externalSystem="WordNet 3.1"
externalReference="eng-31-00722732-v" />

</MonolingualExternalRefs>

</Sense> :

<Sense id=""4_83i" synset=""aeb-10-00919743-v*">

<Meta author="Karmani Nadia" date="2013-09-03"
source="PWN3.1" status="EMPTY"/>

<MonolingualExternalRefs>

<monolingualExternalRef externalSystem="WordNet 3.1"
externalReference="eng-31-00919743-v" />

</MonolingualExternalRefs>

</Sense> :

<Sense id=""5_a84iI" synset=""aeb-10-01808928-v"">

<Meta author="Karmani Nadia" date="2013-09-03"
source="PWN3.1" status="EMPTY"/>

<MonolingualExternalRefs>
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<monolingualExternalRef externalSystem="WordNet 3.1"
externalReference="eng-31-01808928-v" />
</MonolingualExternalRefs>
</Sense> :
<Sense id=""6_a43i" synset=""aeb-10-00343295-v"">
<Meta author="Karmani Nadia" date="2013-09-03"
source="PWN3.1" status="EMPTY"/>
<MonolingualExternalRefs>
<monolingualExternalRef externalSystem="WordNet 3.1"
externalReference="eng-31-00343295-v" />
</MonolingualExternalRefs>
</Sense>
</LexicalEntry>

Also, it creates six synsets in S’3ep={aeb-10-

00721658-v,  aeb-10-02571406-v,  aeb-10-
00722732-v,  aeb-10-00919743-v,  aeb-10-
01808928-v, aeb-10-00343295-v} .The synset

Saeb-10-00721658-v is detailed below.
<Synset id="aeb-10-00721658-v" baseConcept="1">
<Meta author="Karmani Nadia" date="2013-09-03"
source="PWN3.1" status="EMPTY"/>
<Definition gloss-"dusm 4315 E2J" ><Statement example=" 423l
s 23 &5i/></Definition>
<SynsetRelations>

<synsetRelation target="aeb-10-00672179-v" relType="has-
hypernym"><Meta author="Karmani Nadia" date="2013-09-03"
source="PWN3.1" status="EMPTY"/>

</synsetRelation>

</SynsetRelations>

<MonolingualExternalRefs>

<monolingualExternalRef externalSystem="WordNet3.1"
externalReference="eng-31-00721658-v" />

</MonolingualExternalRefs>

</Synset>

In the second case, the translation t= {(Weng,

Wlaeh), ---» {(Weng, WNnaeb)} shown in Figure 6
generates a subset of lexical entries L’5gp (i.€.

L’aeb = {laeb -+ Inaeb } /laeb and Naeb
have respectively wlgep and wngep as Lemmas)

and a subset of synset S’zep= {s (L’zeh, R)}
equivalent to S’ pyn={s (L’pwn, R)}-

Peace corps dictionary D

.,(,@}

PWN 3.1
lown = {We

Wi = WN
S ={ $(Levn , R) }
aeb Wordnet

le@

LR O

S'Taeb ={ S(L'aep

et = @

St ={sL'wp R )}

b is the translation of Ly using D.

Figure 6. Polysemous translation




The subset of synsets S’gep includes synsets
of the lexical entries in L” ={ l13¢p , ... , INgep}/
S’aeb= S’I1 geh W (8’12 gep — S’11 gep M S’12
aeb) Y ... U (S’Inggp -S’In-156pNS’INgep) €.0.

"o nn

the translation t2={("work", "s3"), ("work"," 232

")} generates L’aeb={"§9§","53$"} composed of

two lexical entries and S’={aeb-10-02418610-v,
aeb-10-02415985-v, aeb-10-02531113-v, aeb-10-
01528454-v , aeb-10-02449024-v , aeb-10-
00100305-v, aeb-10-02413117-v , aeb-10-
02441810-v, aeb-10-02121463-v, etc} illustrated
by the Figure 7.

" 2eb-10-02441810-v

"aeb-10-02418610-v

" aeb-10-02415985-v " 2eb-10-02413117-v

* 2eb-10-02449024-v

" aeb-10-01528454-v i
aeb-10-00100305-v

" aeb-10-02531113-v

"aeb-10-02121463-v

S’ A

SEs

S'=S"sa U \_\.(\ asa N s?;‘_‘x)
Figure 7. Synsets distribution between lexical
entries generated from the translation t2

Finally, the third case presented in Figure 8
doesn’t affect aeb Wordnet e.g. the translation
t3= {("fir", 2)}.

PWN 3.1

;

Shwn={ s(Lbwn . R) }

Peace corps dictionary

aeb Wordnet

(o)

Figure 8. Lexical lacuna

4.2 Validation

Some aeb Wordnet elements need validation
through or after creation. LexicalEntry is
validated through creation but Sense, Synset and
SynsetRelation are validated after creation. The
validation consists on the affection of "True"
value to the attribute status of Meta element. We
validate an element when we find it in a
confident resource such as dictionary, press
article, theater piece, poetic book, etc.

el S il o) 5

Moadds (Bedi be L i e dal A B
21 <zl ,_Luiajl By s o)
" o e=SE" 2001 nssi

(2 pmnae S (AU Sl Ay gt

E.g. from the press article n L) de s 4y ga3
2gase from zall October 2001 at the top, we
validate the Synset s 3ep-10-00590283-v and the

Sense 2_ax of the lexicalEntry 2 as it is shown

below.
<Synset id=" aeb-10-02415985-v" baseConcept="1">

<Meta author="Karmani Nadia" date="2013-09-03" source="
3 gmusa (Ul de Lae 4un 523 from gz 2all October 2001
status=""TRUE"/>
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</Synset>
<LexicalEntry id="2:4 ">

<Sense id="2_a" synset="aeb-10-02415985-v">

<Meta author="Karmani Nadia" date="2013-09-03"
source="PWN3.1" status=""TRUE"/>

<MonolingualExternalRefs>

<monolingualExternalRef externalSystem="WordNet3.1"
externalReference="eng-31-02415985-v" />

</MonolingualExternalRefs>

</Sense>

<LexicalEntry>

4.3

To create aeb Wordnet, we use Peace Corps
dictionary containing about 6000 aeb words used
in Tunis. This potential cannot be compared to
PWN 3.1 potential counting about 147278 eng

Extension

words’. It represents 24.54% of PWN 3.1
potential.
In this case, we suggest enriching aeb

Wordnet lexicon by derivation, by variation and
by corpus.

The first method consists on the generation of
derived forms when it is possible (i.e. when the
word is derivative, not fixed or borrowed).
Indeed, aeb language is a Semitic language like
Arabic. So, from a root we can build many words
according to defined patterns e.g. from the root
[<& /frab/] "to drink" we can generate five
direct derived nouns like it is shown in the
Table2 (Mejri et al, 2009).

Root [wx& / frab/]

Patient Predicative Superlative Locative Agent
Gyl Qo G Qi SlE
/mafru:b/ [furb/ [firri:b/ /mafrab/ | [fa:rib/

Table 2. Direct derivation of the root [«
[frab/]"to drink"

" WordNet homepage: wordnet .princeton.edu



http://wordnet.princeton.edu/

The second method is based on searching
existing varied forms for the elements Lemma or
wordForm created in aeb Wordnet e.g. the
Lemma [J% /ga:l/] "says" has a varied form [J&
/g’al/] used in the occidental north, the
occidental south and the oriental south; the
wordForm [<a s /fu:f /] "see” of the LexicalEntry
[Gly/fa:f /] "to see" has a varied form [s))
[?ara:/] used only in Sfax.

The third method consists on the use of an aeb
corpus composed by aeb texts collected from
press articles, theater pieces, poetic books, etc to
search words absent in aeb Wordnet and to add
them.

With the methods presented at the top, we
widely support aeb Wordnet potential.

5

In this article, we presented aeb Wordnet
building using the standard 1SO LMF. We
adapted Wordnet-LMF to aeb specificities based
on ISO-LMF and we presented aeb building
steps with the expand approach.

Building aeb Wordnet consists on processing
PWN by translation to instantiate wordnet-LMF
extended model for aeb language. The translation
is based on a bilingual dictionary seen the lack of
resources. It is supported by validation and
extension steps. In this way, we create easily aeb
wordnet from PWN and we save aeb language
specificities.

This Wordnet is basic, standard and efficient
NLP tool. It is an elementary tool with the lack
of aeb NLP tools. Its standard structure allows
easy interchange with other Wordnets and
lexicons. And its current potential i.e. 6000 aeb
words is acceptable with the absence of aeb
lexicons. Moreover, the extension of aeb wordnet
allows its potential to attempt potential of other
Wordnets even PWN potential.

Aeb Wordnet is a necessary tool. It will
greatly enhance NLP of aeb and so Internet
communication monitoring witch become a real
challenge with the unsteadiness of economic,
finance, politic, etc in Tunisia. Also, it will be
very useful to wrestle against terrorism witch
disrupt the democratic transition.

Conclusion
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Abstract

Java is a popular programming language for
natural language processing. I compare and
evaluate 12 Java libraries designed to ac-
cess the information in the original Prince-
ton Wordnet databases. From this compari-
son emerges a set of decision criteria that will
enable a user to pick the library most suited
to their purposes. I identify five deciding fea-
tures: (1) availability of similarity metrics; (2)
support for editing; (3) availability via Maven;
(4) compatibility with retired Java versions;
and (5) support for Enterprise Java. I also pro-
vide a comparison of other features of each li-
brary, the information exposed by each API,
and the versions of Wordnet each library sup-
ports, and I evaluate each library for the speed
of various retrieval operations. In the case
that the user’s application does not require one
of the deciding features, I show that my li-
brary, JWI, the MIT Java Wordnet Interface,
is the highest-performance, widest-coverage,
easiest-to-use library available.

A Java developer seeking to access the Prince-
ton Wordnet is faced with a bewildering array
of choices: there are no fewer than 12 Java li-
braries that provide off-the-shelf access to Word-
net data, each with various combinations of fea-
tures and performance. In addition to these 12
libraries, there are also at least 12 additional li-
braries! that, while not providing direct access to
Wordnet data themselves, provide functions such
as similarity metrics and deployment of Wordnet
data to database servers. In this paper I compare,
contrast, and evaluate each of the 12 libraries”
that provide direct access to the Princeton Wordnet
data, so as to help Java developers find the library

'See Table 6 for a list of all libraries and their URLS.

2 have made my best effort to be as complete as possi-
ble in identifying libraries that support access to Wordnet. It
is possible, however, that I have missed some more obscure
libraries, especially libraries whose primary purpose is not
Wordnet access but some other function.
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that is right for their application. To my knowl-
edge this is the first paper to attempt a thorough
comparison of any of these libraries.

I proceed as follows. First I present the bottom
line, which is a set of five deciding features most
commonly encountered when using Wordnet in a
Java. I then discuss other features that distinguish
some libraries from the others. I present an assess-
ment of what Wordnet data is accessible via which
library, and which libraries are compatible with
which Princeton Wordnet versions. I also evalu-
ate the performance of each library on nine dif-
ferent retrieval metrics, as well as the time to ini-
tialize in-memory Wordnet dictionaries for those
libraries that suport that function.

The code for reproducing the evaluation (in-
cluding all required source code, copies of all the
described libraries, and the various versions of
Wordnet) is available online.>

While the software evaluated in this paper is ex-
clusively for Java, and is limited to libraries avail-
able at the time of writing that are designed for ac-
cessing the original Princeton Wordnet, this work
should be helpful to those who seek to evaluate
other application programming interfaces (APIs)
for interacting with Wordnet data. In particular
the set of features identified here and the set of
retrieval metrics should be of some use.

1 Deciding on a Library

Before discussing the feature and performance
evaluation in detail I will lay out the bottom line:
which library a developer should choose if your
application falls into one of the common situations
described below. First, I will outline which library
a developer should choose if there are no particu-
lar constraints. Next, I list five deciding features
that, if an application needs that feature, will de-

3Via the MIT DSpace repository as an MIT CSAIL Work
Product: http://hdl.handle.net/1721.1/81949


http://hdl.handle.net/1721.1/81949

termine which library the developer should choose
(or which libraries there are to choose from).
Note that an application may have additional
or alternate special requirements that are not ex-
plicitely discussed here. If this is the case the
developer should examine the tables and figures
in this paper, as well as the project websites (Ta-
ble 6), to determine what library provides the right
combination of features and performance.

1.1 No Special Requirements

If there have no special requirements, then the li-
brary a developer should choose is my own: JWI,
the MIT Java Wordnet Interface. JWI is a ma-
ture library, nearly five years old, and has demon-
strated its stability and utility, having been down-
loaded over 15,000 times in the past five years. It
has the following nine advantages: (1) JWI sup-
ports access to the widest array of information
in the widest selection of Princeton Wordnet ver-
sions (see Tables 2 and 3), plus has been tested on
a number of Wordnet variants; (2) JWI uses the
Wordnet files as they are distributed with no mod-
ifications; (3) JWI provides both file-based and
in-memory dictionary implementations, allowing
you to trade off speed and memory consumption;
(4) JWI sets no limit on the number of dictionaries
that may be instantiated in each JVM; (5) JWI is
high-performance, with top-ranked speeds on var-
ious retrieval metrics and in-memory dictionary
load time (see Tables 4 and 5 and Figure 1); (6)
JWI has a small on-disk footprint and requires no
additional Java libraries, no native dynamically-
loaded libraries (dlls), and no configuration files;
(7) JWI has extensive documentation, including
Javadoc and a User’s guide with code examples;
(8) JWI is open-source and distributed under a li-
cense which allows it to be used for any purpose;
and (9) JWI is being actively supported and devel-
oped by myself.

There are, however, at least five deciding fea-
tures that, if an application requires them, will po-
tentially lead to another library. These features are
listed below (and are included in Table 1).

1.2 Similarity Metrics

The availability of similarity metrics is the most
common deciding feature, as many developers
want to use Wordnet not per se, but so as to
measure the semantic similarity between words.
JWNL has the most similarity metrics to choose
from, with at least three different compatible li-
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braries providing this function: RitaWN, WNSim,
and WordnetSim.

Choosing JWNL, however, entails a few penal-
ties: First, JWNL requires a notoriously confus-
ing and error-prone external configuration file;
second, JWNL depends on an external library,
Apache Commons Logging; third, JWNL follows
the singleton dictionary model, in that it only al-
lows one dictionary to be open at a time; finally,
JWNL has rather poor performance relative to
other libraries. If these factors outweigh the posi-
tives of having the widest array of similarity met-
rics, then there are four other libraries that have
some measure of similarity metric support: Java-
tools, Jawbone, JawJaw, and JWI.

1.3 Editing

If your application depends on being able to edit
the Wordnet data, there is only option: extJWNL.
This library is a re-implementation of JWNL for
Java 1.5, copying much of the same source code,
and so it suffers from the same problems as JWNL
as described above, with the additional caveat that
has an additional dependency: a custom Map im-
plementation.

1.4 Maven

If an application’s build process uses Maven, and
the project absolutely requires that dependent li-
braries be available in the Maven repository, then
ext)WNL is the only choice.* As noted above,
extIWNL suffers from a number of problems.

1.5 Retired Java Versions

Java is backward-compatible, meaning libraries
compiled on older Java versions will still run
under newer versions, but it is not forward-
compatible: libraries compiled with newer com-
pilance levels will not run in older JVMs. If an ap-
plication requires libraries that will run under Java
1.4, then the developer should choose JWNL?. If
an application requires Java 1.5, then the devel-
oper should choose JWI®,

“Some versions of JWNL and JWI are available in the
Maven repository. However, publishing artifacts to the repos-
itory is not currently a part of the JWI build process, and
therefore there is no guarantee that future versions will be
available there.

SJAWS will also run under 1.4, but lacks significantly in
features and performance.

8JawJaw also will run under 1.5, but is sorely lacking in
features, performance, and compatibility.



2
z 2 2 2 5 R
s =z £ 3 R 2 8 & £ %
& = g = = 3 = g s Zz Z g
Feature © 5 = = = i - - - = = =3
Version 1.0 1610  10-1-2012  2009-07-04  1.0.2 13 23.0 1412 1.0 1.0 1.0.1 1.0.0-beta
License GprL BSD CC-BY MIT Apache  Custom! ~ CC-BY  BSD GPL GPL  GPL GPL
Minimum Java 16 1.6 1.62 1.6 15 1.4 15 14 1.6 15 1.6 1.6
Binary Size  125mb  235kb  398kb 30kb 409mb  58kb 148kb 202kb 188kb  11kb  119kb  11.45mb
Standalone Yes? 4 Yes Yes Yes Yes Yes 5 Yes s 7 8
Last Release 2011 2013 2012 2009 2013 2009 2013 2008 2010 2006 2010 2010
Active - Yes - - Yes - Yes - - - - -
Maven - Yes? - - - - -10 Yes -
Editing - Yes 1 - - - - - - - - -
EJBs - - - - - - - - - - - Yes
Multiple Dicts - - Yes12 - 13 - Yes - Yes - Yes Yes
Normal Files Yes® Yes14 15 Yes 16 Yes Yes 17 Yes Yes 18 -
GUI - - - - - - - - Yes Yes - -
Similarity Metrics - - Yes Yes'® Yes?0 - Yes?!  Yes?2
File-Based Dict - Yes - Yes Yes Yes Yes Yes Yes Yes - -
Database Dict - Yes - - - - - Yes - - Yes Yes
In-Memory Dict  Yes Yes Yes - Yes - Yes Yes - - - -

Table 1: Information on and supported features of each library.

License
LJAWS license is similar to the MIT License.

Minimum Java
%Javatools requires a 64-bit JVM to load all supported pointers into memory.

Standalone

3CICWN requires Wordnet files to be placed in a particular sub-directory, plus a file containing a list of prepositions to use the
plain Wordnet functionality; it requires additional libraries and data files to use the full stemming functionality.

4extJWNL requires an external properties file, Apache Commons Logging, and a custom Map implementation.

SJWNL requires Apache Commons Logging.

SWNIN requires a native library that depends on the wordnet version in use. The native library is available in for Windows and
Linux 32-bit, but would have to be re-compiled using C++ for other platforms.

TWNPojo requires approximately 14 supporting libraries.

8WordnetEJB requires a Database server and a Java Application server deployed with the WordnetEJB implementation.

Maven
9extJWNL versions 1.5.0 to 1.5.3 and 1.6.0 to 1.6.10 are available in the Maven repository.
10FWI Versions 2.2.1, 2.2.2, and 2.2.3 are available in the Maven repository.

Editing
HTavatools allows you to remove synsets from the in-memory dictionary only.

Multiple Dictionaries

12 Javatools allows multiple dictionaries to be instantiated, but each dictionary only captures one relation.
13 JawJaw only allows single dictionary to be opened for the life of each JVM.

Normal Files
MextJWNL in-memory dictionary uses special files that must be compiled from the normal Wordnet files.
15 Javatools uses the Prolog-formatted Wordnet files.
16 JawJaw uses an sqlite3 file, generated from the Japanese Wordnet files.
17 FWNL’s in-memory dictionary implementation requires special files that must be compiled separately from the Wordnet files.
18WNPojo requires the normal Wordnet files to be processed and loaded into a relational database.
Similarity Metrics
19 Jawbone has similarity metrics via the RitaWN library.
20JawJaw similarity metrics are provided by the WS4J library.

21 JWI similarity metrics are available via the Java Wordnet::Similarity library (JWS).
22JWNL similarity metrics are available via the RitaWN, WNSim, and WordnetSim libraries.
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1.6 Enterprise Java

Finally, if an application absolutely requires that
Wordnet data be accessible via an Enterprise Java
Bean (EJB), the only out-of-the-box choice is
WordnetEJB, which provides all the tools to de-
ploy an EJB that provides access to Wordnet onto
a Java application server. Unfortunately, given
WordnetEJB’s dismal performance and difficulty
of use, one is probably better off implementing
one’s own EJB by wrapping another library.

2 Features and Information

I expand now on other features of the libraries
which, while not necessarily decisive, are worthy
of consideration when other factors do not compel
your choice.

2.1 Features

As noted, Table 1 shows the basic list of features,
which was constructed by taking the union of all
features’ for all libraries. I describe in this sec-
tion those not yet discussed. A dash in a particu-
lar cell means that I determined, either by reading
the documentation or the code, that the library did
not support that feature. It is important to under-
stand that I consider here only out-of-the-box fea-
tures and compatibility: because the source code
for each library is available, an enterprising devel-
oper could certainly modify any of these libraries
to provide any of the lacking features. Most devel-
opers, however, will not be willing or able to invest
the time required for this, and thus are restricted to
the features provided.

Binary Size This feature indicates the size of the
binary jar file on disk. This number does not in-
clude the size of any required dependencies or ex-
ternal files, and does not include the size of the
Wordnet data files. The size of the libraries ranges
dramatically: from a mere 11kb for WNIN to
40.9mb for JawJaw. JWI clocks in at a quite mod-
est 202kb, which is approximately the median of
the range.

Standalone Whether or not the library requires
additional Java libraries or external resources to
run (other than the Wordnet files themselves). In
certain cases, such as WNPojo, these external li-
braries are extensive: at least 14, comprising over
10mb of jar files.

"Note that due to space limitations I do not discuss in de-
tail the ease of use of the various APIs.
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Perhaps the most pernicious requirements are
those for the JWNL/ext)WNL pair and WNIJIN.
Both JWNL and ext/'WNL require an external
configuration file (in XML format) that sets vari-
ous properites of the singleton dictionary. These
parameters cannot be set programmatically, and
the file is not well documented, which leads to
quite a bit of consternation in the use of these li-
braries.

WNIJN, on the other hand, is a JNI interface
to a native dll. Using WNJN thus means that
one looses the platform-independence so prized
in Java (unfortunately for not much gain: WNJN
is impoverished both in features and performance
compared to other libraries).

JWI is especially easy to use: it requires no ex-
ternal libraries or files to run (other than the Word-
net files themselves), its out-of-the-box defaults
are suitable to most applications, and any configu-
ration required can be done programmatically.
Last Release The year when the most current
version was released. JWI is one of only three li-
braries that saw an update in 2013, the year this
paper was written.

Active Whether or not the project appears to be
under active development. The last release year,
along with indications of activity on the project’s
webpage or correspondence with the developer,
were used to determine this feature.

Multiple Dictionaries Here dictionary refers to
a Java object which manages access to the Word-
net data. This feature indicates whether or not
multiple dictionaries can be open at the same time.
This, for example, would be useful in a context
where you want simultaneous access to different
Wordnet versions. Many of the Wordnet libraries
have, unfortunately, adopted the singleton design
pattern, where only one Wordnet dictionary may
be instantiated at a time. Fortunately, most of these
libraries do allow the dictionary to be closed and
a new dictionary to be opened.® JWI allows any
number of dictionaries to be open simultaneously.
Normal Files Whether or not the library uses
the normal Wordnet files as distributed. Some li-
braries require an unusual format (e.g., the Prolog
versions of the files), or require the files to be pro-
cessed in some way before the library can be used
to access the data. JWI uses the Wordnet files as
provided.

8The exception to this is JawJaw, which does not allow

the dictionary to be disposed and thus only allows a single
dictionary to open for the life of the JVM.



GUI Whether or not the library provides a graph-
ical user interface (GUI) to interact with Wordnet
data. Only two libraries, URCS and WordnetEJB,
provide a GUI.

File-based Dictionary Whether or not the li-
brary provides a dictionary implementation that
reads Wordnet information directly from the files
when requested. Four libraries do not provide such
an implementation: CICWN and Javatools, which
provide in-memory implementations only; and
WNPojo and WordnetEJB, which use a database-
backed implementation.

Database-backed Dictionary Whether or not
the library provides a dictionary implementation
that retrieves Wordnet data from a database server.
JWI does not provide database-backed access, but
four libraries do: JWNL, ext)WNL, WNPojo, and
WordnetEJB.

In-Memory Dictionary Whether or not the li-
brary provides a dictionary implementation that
loads Wordnet information completely into mem-
ory. These implementations allow for extremely
fast data access speeds, at the price of initialization
time (see Figure 1). JWI provides an in-memory
dictionary implementation.

2.2 Accessible Data

Each library provides access to a different sub-
set of the information contained in Wordnet. In-
formation in Wordnet is stored across four differ-
ent types of files: index files, data files, exception
files, and the sense.index file. Each Wordnet li-
brary provides access to various subsets of the in-
formation contained in Wordnet, and this is cap-
tured in Table 2. The only library that provides
complete access to all the Wordnet data is JWI,
although JWNL, ext/IWNL, WNPojo, and Word-
netEJB all come close.

2.3 Supported Wordnet Versions

Table 3 shows which libraries are compatible with
which Wordnet versions. Most libraries support
Princeton Wordnet versions 1.6 and above. No li-
brary supports Wordnet 1.5, and no library sup-
ports access to the Wordnet 1.6 cousin files or 3.1
stand-off annotations.

The final row in Table 3 indicates known com-
patibility with other Princeton Wordnet variants.
JWI is the only library I know for sure that sup-
ports Wordnet variants, namely, the Stanford Aug-
mented Wordnets (Snow et al. 2006). Other li-
braries can probably support Princeton Wordnet
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variants that conform to the Wordnet file specifi-
cations, and so the question mark only indicates
that, to my knowledge, compatibility has not been
demonstrated or documented.

3 Performance Evaluation

In addition to the features listed above, I also eval-
uated the performance of each library under nine
different retrieval metrics (as applicable). I wrote a
standard test harness that ran each library through
its paces in exactly the same environment.” For
those libraries that provide an in-memory dictio-
nary implementation, I also measured how long it
took for that implementation to load Wordnet into
memory.

3.1 Retrieval Times

I measured three different types of retrieval met-
rics. First, I measured the speed of iteration over
the four main object types (corresponding to the
four file types). For index files, for example, I
measured the average time for the dictionary to it-
erate over all index words in Wordnet. Second, I
measured the speed of retrieval for individual ob-
jects of the four different types, given the mini-
mally necessary identifying information. For in-
dex files, for example, I measured the average time
to retrieve an index word given a lemma and part
of speech. Third, I measured the time to iter-
ate across all index words and retrieve the synsets
listed in those index words.

Not every library supports all nine different
types of retrieval: Tables 4 and 5 show which li-
braries support which retrieval type. The only li-
braries that support every type of retrieval are JWI
and WNPojo. For retrieval of individual objects,
JWI outperforms WnPojo by a factor of 10. For
iteration over object types, JWI and WNPojo are
approximately equivalent, except for iteration over
synsets by index words, where JWI outperforms
WNPojo by a factor of 25.

A note on CICWN: I include CICWN’s retrieval
times even though the library does not provide

9The testing machine was a Windows 7 Enterprise 64-bit
server-class machine, with 2 Intel Xeon X5570 CPUs (4 cores
each, running at 2.9 GHz), 24 GB of RAM, and two 15krpm
high-performance Sata 3 drives in a RAID 0 configuration
(The machine was state-of-the-art in approximately 2010).
Tests were performed within Eclipse 3.8.0, using Sun Java
1.6 64-bit, revision 22. MySQL version 5.6 was used for the
database server, and JBoss 5.1.0 was used for the Java Ap-
plication Server. During testing the machine was unburdened
with other tasks.
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File type Data © 3 = = = ﬂ - - = = = =
Synsets  Yes Yes - Yes Yes Yes Yes Yes Yes Yes Yes Yes'
Index Synset Counts  Yes Yes - Yes Yes Yes Yes Yes - Yes Yes Yes'

Pointer Counts - - - Yes - - Yes - - Yes -
Pointer List - - - Yes - - Yes - - -
Tag Sense Count - - - Yes - Yes Yes Yes - Yes - -

Synonyms Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes'
Lexical Filenum - Yes - Yes - - Yes Yes Yes Yes Yes Yes!
WordCount Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes?
Data LexicallD - Yes - Yes Yes - Yes - Yes Yes Yes Yes'
Semantic Pointers  Yes Yes Yes? Yes Yes Yes Yes Yes Yes Yes Yes Yes!
Lexical Pointers Yes Yes - Yes - Yes Yes Yes Yes Yes Yes Yes!
Verb Frames - Yes - Yes - Yes Yes Yes Yes Yes Yes Yes!
Adjective Marker - Yes - Yes - Yes Yes Yes - Yes Yes Yes!
Gloss Yes Yes - Yes Yes Yes Yes Yes Yes Yes Yes Yes?
Exception Inflected Form  Yes Yes - - - - Yes Yes - - Yes Yesi
Base Forms Yes Yes - - - Yes Yes Yes - - Yes Yes
Sense Sense Key - Yes - - - - Yes Yes Yes - Yes  Yes!
Tag Counts - Yes - - - - Yes Yes - - Yes  Yes'

Table 2: Wordnet data accessible from each library.

'WordnetEJB returns all data as XML documents: it provides no Java API for accessing data within an index word, word,
synset, sense entry, or exception entry record.
2Javatools only supports some semantic pointer types.

= =2 @ ) ©

E £ : E o > 3 & £ %

S 5 £ ¥ ¢ B2 Z g g Z Z 5

Version O 5 = = = ﬁ - — - = = =
1.6 Yes Yes - Yes - Yes Yes Yes Yes Yes Yes Yes
1.7 Yes Yes - Yes - Yes Yes Yes Yes Yes Yes Yes
1.7.1  Yes Yes Yes Yes - Yes Yes Yes Yes Yes Yes Yes
20 Yes Yes Yes Yes - Yes Yes Yes Yes Yes Yes Yes
21 Yes Yes Yes Yes - Yes Yes Yes Yes Yes Yes Yes
30 Yes Yes -2 Yes Yes Yes Yes Yes Yes Yes Yes Yes
3.1 Yes Yes - Yes - Yes Yes Yes Yes Yes Yes Yes

Other ? ? ? ? - ? Yes ? ? ? ? ?

Table 3: Versions of the Princeton Wordnet supported by each library. No library supports version 1.5,
version 1.6 cousin files, or the 3.1 stand-off files.

1WNPojo/WordnetEJB do not provide pre-compiled Wordnet database images other than for Wordnet 3.1 for MySQL; other
Wordnet versions require the user to compile the Wordnet files into the database image (and load it into the appropriate
database server) using the WNSQLBuilder project.

2Javatools throws an exception when loading Wordnet 3.0 prolog files.
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a file-based dictionary implementation. This is
not a completely direct comparison, however, as
CICWN requires all of WordNet be loaded into
memory (with associated memory footprint and
initialization time penalties). It is interesting to
note, however, that CICWN’s in-memory perfor-
mance is comparable to JWI’s file-based perfor-
mance, with retrieval times around the neighbor-
hood of 10 microseconds. JWI’s in-memory re-
trieval significantly outperforms CICWN (I do not
show those results here for lack of space).

3.2 In-Memory Dictionaries

Six libraries support in-memory dictionary imple-
mentations. Of them, JawJaw supports only Word-
net 3.0. JWNL, extIWNL and JawJaw all have av-
erage load times (the time to load the Wordnet data
fully into memory) in the 15-20 second range. Of
the remaining three, Javatools and CICWN do not
support access to the full range of Wordnet data.
Only JWI has a load time of a few seconds and
supplies complete access to all Wordnet data.

4 Conclusion

For an application without special constraints,
most Java developers should use JWI to access
Wordnet, for three reasons. First, it is among the
easiest to use: it has extensive documention, a
small disk footprint, requires no special configura-
tion or supporting libraries, and is completely con-
figurable programmatically. Second, it supports
the most Wordnet versions and variants, and its
API exposes all available Wordnet data. Third,
it has top-tier performance, often outperforming
other Java libraries by factors of 5 to 100.
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Retrieval of.. . (us) = - = 5} - - = = - - &}
Index Word 506ms 4.1lms 2662.5 1.5ms 1.5ms - 2533 1845 674 123 229
Synset - - - 3.3ms 479.6 768 228.6 2266 619 7.1 4.1
Word-by-Sense-Key - - - 11.1ms - - - 176.1 - 172 -
Exception Entry - 2.1 - 545.3 5379 - - 1385 - 16.1 1.7

Table 4: Average time to retrieve an object of the named type (from Wordnet 3.0) using a file-backed
dictionary, for libraries that support this functionality. Times are in microseconds (ys), unless otherwise

noted (ms = milliseconds).

— ) "‘c Al

E = s 2 §

= £ : Z z g

Iteration Over. . . (ms) 5 = = = = o
Index Words 16.4s  16.4s 192 393 296 -
Synsets 6.4m  56.1s - 273 798 1
Words via Sense Keys - - - 635 141 -

Exception Entries 271 274 - 10 4

Synsets by Index Words 15.7m 2.Im 5.6m 51.0s 1.8s -

Table 5: Average time to iterate over all objects of the named type (from Wordnet 3.0) using a file-backed
dictionary, for libraries that support this functionality. Times are in milliseconds, unless otherwise noted

(s = seconds, m = minutes).

1WNPojo uses a database-based dictionary implementation.

2CICWN only provides an in-memory dictionary implementation.
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Figure 1: Times to load Wordnet into memory for the libraries that support in-memory dictionaries.

“JawJaw has a slightly lower load time when the data file is already present in the temporary directory.
®Javatools has a lower load time when loading only synsets, with no pointers.

Library URL
CICWN http://fviveros.gelbukh.com/wordnet.html
extJWNL http://extjwnl.sourceforge.net/
« Javatools http://www.mpi-inf.mpg.de/yago—naga/javatools/
-E Jawbone http://sites.google.com/site/mfwallace/jawbone/
g JawJaw http://www.cs.cmu.edu/~hideki/software/jawjaw/
E JAWS http://lyle.smu.edu/~tspell/jaws/
E JWI http://projects.csail.mit.edu/Jjwi/
E JWNL http://sourceforge.net/apps/mediawiki/jwordnet/
§ URCS http://www.cs.rochester.edu/research/cisd/wordnet/
WNIN http://wnjn.sourceforge.net/
WNPojo http://wnpojo.sourceforge.net/
WordnetEJB http://wnejb.sourceforge.net/
JWS http://www.sussex.ac.uk/Users/drh21/
_.;’ JWordnetSim http://nlp.shef.ac.uk/result/software.html
E Rita.WordNet http://rednoise.org/rita/wordnet/documentation/index.htm
g WNSim http://cogcomp.cs.illinois.edu/page/software view/36
7 WordnetSim http://nlp.shef.ac.uk/result/software.html
ws4j http://code.google.com/p/ws4dj/
Lucene Wordnet nttp://mvnrepository.com/artifact/org.apache.lucene/lucene-wordnet/
. WNSQL http://wnsgl.sourceforge.net/
& WNSQLBuilder nttp://wnsglbuilder.sourceforge.net/
5 WNTrans http://wntrans.sourceforge.net/
WNWA http://wnwa.sourceforge.net/
XSSM http://code.google.com/p/xssm/

Table 6: URLSs for each library. The libraries listed in the first section are evaluated in this paper. The
similarity libraries provide similarity metrics which use the wordnet libraries. The libraries listed in the
“Other” section are mentioned because they do not provide direct access to Wordnet data, but may be
confused for libraries that do.
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Abstract

The IndoWordNet" Consortium consists of mem-
ber institutions developing WordNet using the
expansion approach.

The WordNets developed using expansion ap-
proach are very much influenced by the source
language and may not reflect the richness of the
target language (Walawalikar et al., 2010). And
therefore the IndoWordNet Community decided
to develop concepts which were specific to their
respective language viz. language-specific con-
cepts which will help in increasing the WordNet
coverage. Besides the above requirement it was
also felt that it should be possible to maintain ad-
ditional information about the concepts i.e. an
image, document describing the concept, links to
websites and other resources, etc.

In this paper, we discuss a Concept Space Synset
Management Tool (CSS)? which was developed
to assist creation of language specific con-
cepts/synsets and manage their linkages to other
Indian language WordNets.

1

The IndoWordNet is a multilingual WordNet
which links WordNets of different Indian lan-
guages on a common identification number

Background and Motivation

"http://www.cfilt.iitb.ac.in/indowordnet
*http://indradhanush.unigoa.ac.in/concep
tspace

86

called as synset Id given to each concept
(Bhattacharyya, 2010). WordNet is designed to
capture the vocabulary of a language and can be
considered as a dictionary cum thesaurus and
much more (Miller, et al., 1993; Miller, 1995;
Fellbaum, 1998).

Synset (Fellbaum, 1998) is composed of a gloss
describing the concept, example sentences and a
set of synonym words that are used for the con-
cept. Besides synset data, WordNet maintains
many lexical and semantic relations. Tablel
gives the number of concepts/synsets created by
the language groups of the Indradhanush Word-
Net Consortium which is a part of the In-
doWordNet Consortium.

Sr. | Language | Nouns | Adject | Verb | Adve | Total
No. ives 5 rhs

1. | Bengali 27178 | 5183 | 3249 | 445 | 36635
2, | Gujarati 21659 | 5802 | 2804 | 444 | 30709
3. | Hindi 28163 | 6056 | 3075 | 436 | 37754
4. | Kashmiri | 17855 | 6382 | 2354 | 305 | 27000
5. | Konkani 22912 | 5648 | 2983 | 471 | 32014
6. | Odia 27216 | 5273 2418 | 377 | 35284
7. | Punjabi 18982 | 5736 | 2808 | 442 | 28018
8. | Urdu 20816 | 5787 | 2800 | 443 | 29846

Tablel: Synset linkage status


mailto:jyotidpawar@gmail.com
http://www.cfilt.iitb.ac.in/indowordnet/
http://indradhanush.unigoa.ac.in/conceptspace
http://indradhanush.unigoa.ac.in/conceptspace

Also a sense marked newspaper corpus (sense
marking is a task to tag each word of the corpus
with the WordNet sense) consisting of minimum
1,00,000 words has been created by each of the
members of the Indradhanush WordNet Consor-
tium. The coverage is found to be low. In order
to increase the coverage of the WordNet it was
decided that a corpus will be created by all lan-
guage groups and the corpus will be sense
marked.

To increase the coverage it was decided to add
the concepts which were specific to their respec-
tive language viz. language-specific concepts and
nullify the effect of influence of the source lan-
guage on the target language WordNet. The CSS
Manager Tool® was developed to assist in crea-
tion of language-specific concepts, linking to
other language WordNets, providing additional
information about synsets, etc. The features and
the detailed framework of the CSS Manager Tool
is explained in section 3 and 4.

The rest of the paper is organized as follows —
section 2 introduces the related work. The fea-
tures of CSS Manager Tool are presented in sec-
tion 3; section 4 presents the architecture of CSS
Manager Tool. Section 5 presents the implemen-
tation details followed by the conclusion and fu-
ture work.

2 Related Work

For many Indian languages, WordNets are con-
structed using the expansion model where Hindi
WordNet synsets are taken as a source using the
MultiDict Tool (Chatterjee, 2010) created by T
Bombay. The tool also had feature to add com-
ments and references but it was not an ideal tool
for creation of language-specific synsets.

The limitations of the MultiDict Tool are:
Creating and linking of language-
specific synsets across languages was
not possible,

finding the overlap of synsets across lan-
guages was not possible,

Feature to provide additional information
about the synset was not present,
Validation of synsets was not possible.
Features to search synsets based on do-
main, date, category was not present.
And therefore the CSS Manager Tool was devel-
oped in order to overcome the above limitations.

’ nttps://www.youtube.com/watch?v=BMhixBI
7x0Y&feature=youtu.be
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3

CSS Manager Tool is a centralized tool meant
for effective creation and management of
synsets. The features supported currently by the
CSS Manager Tool are as follows:

1. Synset Creation:
Addition/updation/validation of synsets,
linking of two or more synsets with simi-
lar gloss across languages,

Comments- Comments can be provided
in case of any issue in the synset content.
Allows adding additional information
about the synset (images, documents,

Features of CSS Tool

links, etc.).
2. Interactive User Interface:

e The CSS Manager Tool is designed
keeping in mind the broadest range of
users and contexts of use.

e Supports both left-to-right and right-to-
left text rendition.

o Allows adjustment of the layout as per
direction in which content language is
written through a simple setting of a flag.

e Viewing various media added for clarity
on synsets, etc.

3. Security:

e The CSS Manager Tool stores infor-
mation in a centralized database system
where access control mechanisms can
more easily restrict access to your con-
tent.

User Management supports adding/
blocking/ unblocking users, and assigns

privileges to the users.

4. Use of RBAC approach

Role-based access control (RBAC) is an
approach to restricting system access to
authorized users.

Roles are created for various functions.
The permissions to perform certain oper-
ations are assigned to specific roles.
Members or staff are assigned particular
roles, and through those role assignments
acquire the permissions to perform par-
ticular functions.

Roles can be easily created, changed, or
discontinued as the needs evolve, with-
out having to individually update the
privileges for every user.


https://www.youtube.com/watch?v=BMhixBI7xOY&feature=youtu.be
https://www.youtube.com/watch?v=BMhixBI7xOY&feature=youtu.be

4  Architecture of CSS Tool

Figure 1 represents the architecture of CSS Man-
ager Tool. The CSS Manager Tool is implement-
ed in three blocks: User block, Super Admin
block, and the Database. The CSS Manager tool
is developed using the Hierarchical Role Based
system with Access Control (RBAC) to control
the access to certain parts and features of the
CSS Manager Tool across different users. Refer
Figure 2 for the block diagram of RBAC.

CSS Manager Tool
Users Block
B
Role Based Access Control
Administration
Super Admin Block
Synset Creation
DataBase
e
Upload Files
User Super Admin

Figurel: Architecture of CSS Manager Tool
e The User block is responsible for crea-
tion/updation/validation of synsets, link-
ing of synsets across languages, adding
comments, source, and domain.
The Super-Admin block is responsible
for the creation of groups, users, roles to
be assigned to the members in a group,
modules and its operations, etc.
The heart of the CSS Manager Tool is a
centralized database that stores all the
CSS data.

4.1 Modules of CSS Manager Tool

A module is an independent component which
offers specific functionality. Each module is as-
signed different operations related to the module.
The different operations are: Advance search,
add/view/edit/delete/link synsets, and add/delete/
change priority of example, add source, up-
load/delete file/add/view/reply comments, etc.
Only those operations that need to be performed
by members of a language group are assigned to
the modules and these modules are allotted to the
roles. These modules depend on CSS database.
While the addition of new modules does not re-
quire any changes to the CSS database, new ta-
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bles may need to be added to store data specific
to module functionality.

Presently there are five modules, they are:

1. View All Synset: The view synset mod-
ule allows the linguist to view synsets
belonging to a language group/ category/
domain/source. The linguist/ lexicogra-
pher can perform the operations which
are assigned for this module.

Synset Creation: Allows the linguist to
create synsets. The linguist/ lexicogra-
pher can also add source/domain/images/
documents/links in order to give addi-
tional information about the synset.
View Linked Synset: Allows the lin-
guist to view the list of synsets linked
across languages.

User Management: Allows the adminis-
trator of a group to create new users, to
block/unblock user, to assign privileges
to the users, etc.

Synset Validation: Allows validation of
synsets.

4.2 Role-Based system used in CSS Manag-

er Tool

A role hierarchy is a way of organizing roles to
reflect authority, responsibility, and competency.
Some general operations may be performed by
all the group members such as adding, viewing,
searching synsets. In this situation, it would be
inefficient and administratively cumbersome to
specify repeatedly these general operations for
each role that gets created. Therefore role hierar-
chy is used in order to avoid repetitive tasks. Al-
so when a user is associated with a role, the user
can be given additional privileges.
Currently, the CSS Manager Tool has four roles:
Super admin, Admin, senior linguist and junior
linguist.
e The super admin is responsible for crea-
tion of groups, users of a group, creation
of roles to be assigned to the members in
a group, addition of new modules and
operations, and various other administra-
tive operations such as adding source,
domain, etc. which other roles cannot
perform.



Super Admin

Group Permissions

Operations

Add Examplq \Validate
\View Synset| |Synset Creation|

Module

Userd

User3

Roles

Admin|
»| Senior Linguist

| Linguist I ILexrcographer]

Figure2: Role Based system with Access Control
e The Admin is responsible for managing
his/her language group created by the
Super admin. The admin of a group can
add/block users to his group. And can
use all the modules which are assigned
to the Admin by the Superadmin.
The linguists are part of a language
group. The operations (such as creating/
validating/ linking of synsets) performed
by the junior linguists are further vali-
dated and approved by the senior lin-
guists of the group.

5

The CSS Manager Tool is developed using PHP
scripting language and is hosted on a Web Server
supporting PHP version 5.3.15. Currently
MySQL version 5.5.21 is used as database. The
CSS Manager Tool was developed using
XAMPP on 32 bit Microsoft Windows platform.
It has been deployed on Fedora 16 Linux Plat-
form using Apache version 2.2.22 and MySQL
version 5.5.21 which come bundled with Fedora
16 Linux Platform. The screenshots of the tool
are shown at the end of the paper.

6

The advantages of CSS Manager Tool can be
summarized as follows:

Ease in accessing synsets: The synset is
represented by an identification number
called as synset id. Remembering id’s is
difficult for user, than remembering the
concept of the synset. Earlier, the lin-
guists had to remember synset id in order
to perform any operation on synset in fu-
ture. In CSS Manager Tool, the user

Implementation Details

Conclusion and Future Work
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need not remember the synset ids, all the
operations can be performed with the
help of concept and synonymous set of
the words.

Decentralized maintenance: Need of
specialized software or any specific kind
of technological environment to access
the tool is not required. Any browser de-
vice connected to the Internet would be
sufficient for the job.

WordNet Enhancement: Creation of
language specific concepts/synsets, add-
ing additional information about the syn-
set and their linkages to other Indian
language WordNets is possible. The tool
is being enhanced to support validation
of WordNets.
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Concept Space Synset Manager Tool (CSS Manager
Tool) :

Snapshots
1. Login Page: The login page of the CSS Manager Tool is shown below.

CSS MANAGER by

User Name Password Login

CONCEPT SPACE SYNSET

Developed by Department of Computer Science and Technology, Goa University.

2. SuperAdmin: The super admin is the highest role in the role hierarchy. The super admin
owns all the privileges which the admin, linguist or lexicographer have. The super admin is
accountable for creation of groups, users of a group, creation of roles to be assigned to the
members in a group, addition of new modules and operations, and various other administrative
operations such as adding source, domain, etc. which other roles cannot perform. The snap-
shot of the super admin interface is shown below.

CSS MANAGER b5
e et Welcome Indradhanush Goall
Home
Bird's Eye View Last Login 2013-05-06 1127:02
Change Password
T — ‘ No. of Language Group: || 7 ‘
User | Role Management ‘ No. of Active Users: || 13 ‘
Administration
Group Management ‘ No. of Blocked Users: || - ‘
Module Management
Module | Menu Management ‘ No. of Synsets created: || 2390 ‘
Management -
Operation Management ‘ No. of Unique Words: || 274
Ticket —— [ Ticket Management
Management
Concept Source Management
Synset 1
Management Concept Domain Managemen
Log Out
Developed by Department of Computer Science and Technology, Goa University.
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3. User Management: This module allows the administrator to view the users in a group, to add
new users, to block or unblock user, to assign privileges to the users, etc. The User Manage-
ment module is only available to the administrator of the group and not the linguist/ lexicog-
rapher.

CSS MANAGER [

ONCEPT SPACE NSE

Welcome Indradhanush Goa

Create Synset
User Management

View All Synsets

View Linked Synsets

Search Users By :
User Management

Group - Konkani View By: Active Users ~ | Sort By | Latest |w Go
Change Password
Log Out -
User Name email p || ©
Edit K Sanjay Singh sanjay@gmail.com Konkani 9881189299
Block/Unblock 2 S Sarvesh Madkarni | sar@gmail com Konkani | 98681189299
Assign Priviliges 2l o ? Rashmi Shet rashmi1726@gmail.com || Konkani || 75838921982
4 T E Siddhi Kerkar siddhi@gmail com Konkani 8976890431
Developed by Department of Computer Science and Technology, Goa University.
To add a new User,
Welcome Indradhanush Goa
7
Create Synset Add User
View All Synsets
Mame :
View Linked Svnsets
User Management == Address -
Change Password
Birth Date
Log Out
Contact No
Here, the Email
Administrator of a
group can add new Select Group : Konkani
user, block/unblock o
: . Designation : W
User, assign
privileges to the s Active: N
user.
Password:
Confirm Password:
Save || Cancel
Developed by Department of Computer Science and Technology, Goa University.

The Modules which are available to the linguist and lexicographers are as follows:

e Create Synset: This module allows the user to create a new synset.
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Welco Indradhanuzh Goa

7
Create Synset Synset Creation .
View All Synsets
View Linked S}'ﬂSEtS €55 0233 Category w [ enabie Keyboara
Change Password Concept Definition in

Konkani
LOg Out Transiterate Concept

Concept Definition in

Hindi

®example in Konkani (OExampie in Hindi

Example

Add Kenkani Example

Synzsels

Note: Synset should be commal,) seperated

Domain w Upload -
File (image, link,
Source pdi]
Developed by Department of Computer Science and Technology, Goa University

Lavani (Marathi: eraofh) is a genre of
music popular in Maharashtra.
According to a tradition. the word
Lavani is derived from the word
lavanya which means beauty.
According to another tradition. it is
derived from Marathi lavane.

People may not understand the
meaning of the word "Lavani" based on
its context. additional information about
the concept in the form of image or doc
or link can help the user to understand
the concept.

Lavani is performed by the female performers wearing nine-yard long saris. The
songs are sung in a quick tempo.

e View All Synset: This module allows the user to view all the synsets created so far. On
selecting ‘View All Synset’ menu link, the user can view synsets belonging to a language.
It also allows the user to select the number of synsets to be displayed per page, to view
synsets based on the date of creation. Each module provides the user with the help files to
assist in tool usage.

The ‘Advance search’ option allows the user to view synsets belonging to a particular
grammatical category i.e Noun, Verb, Adverb, Adjective, a domain, a source and also to
view the synsets created by a user of a group.
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Welcome Indradhanush Goa

CSS MANAGER

Create Syﬂset View All S}fnsets 20 synsets lz‘ date, decending |Z|
View All Synsets Select Language |
View Linked Synsets

| Konkani El Enter a word: Search Pagjnaﬁon
Change Password
Advance Seach -

LDg Out [-] Category [-] Domain [-] Source [-] User
CINOUN [Health Mews Paper ~ Indradhanush Goa | ~
LIVERB Lifourism Literature Hanumant
Menu LIADJECTIVE  Lliterature F— Vinal Kamat
[JADVERB [agriculture Fall Lerpus el hama
Emﬁ'astructure Panini Grammer v Siddhi Kerkar v
Culture i R

Developed by Department of Computer Science and Technology, Goa University.

Based on the operations assigned to the modules and roles, the user can edit, view or validate the
synsets.

CSS MANAGER ¢

SE

Welcome Indradhanush Goa

?
Create Synset ;
View All Synsets 20 synsets |E| date, decending E

View All Synsets
Vs L] S)'nseis Konkani Enter a word: | 7w Search
Change Password

[+] Advance Search
Log Out IIl

—TT— D Concept in Konkani Concept in Hindi
— SAciet HIRTCITTAT AT, AT G AT A~ ||| el o U A T § ol & e A A
rﬁ ’@ gl 22+ ST AT T T AT ot B e 3 v ||| EE SR s g A e AR A s I
/ A/ 4
Edit / /
Developed by Department of Computer Scienfe and Technology, Goa University.
View  Validated Konkani Concept

Hindi Concept

e View Linked Synsets: This module is similar to the View All synset module, but it only
allows the users to view the synsets which are linked across languages.

e Change Password: This module allows the user to change the password.
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Welcome Indradhanush Goa

Create Synset Change Password

View All Synsets

View Linked Synsets Current Password: | | |
User Management New Password: [ |
Change Password Confirm Password: || | |
Log Out

Submit || Cancel

Developed by Department of Computer Science and Technology, Goa University.

e Log Out: To log out from the CSS Manager Tool, the user needs to click on ‘Log Out’
from the menu list.
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Abstract

WordNet is a crucial resource that aids
in several Natural Language Processing
(NLP) tasks. The WordNet development
activity for 18 Indian languages has been
initiated in INDIA by the IndoWordNet'
consortium using the expansion approach
with the Hindi WordNet developed by IIT
Bombay, as the source. After linking 20K
synsets, it was decided that each of these
languages should find the coverage of their
respective language WordNets by using
sense marker tool released by II'T Bombay.

The sense marking activity mainly helped
in validation of WordNet and improving
the WordNet coverage. In this paper, the
various effects that sense marking activ-
ity had on the Konkani’ language Word-

Jyoti D Pawar
DCST, Goa University
Taleigao Plateau, Goa.
jyotidpawar@gmail.com

Synset (Fellbaum, 1998) is composed of a gloss
describing a concept, example sentences and a set
of synonym words that are used for the concept.
Besides synset data, WordNet maintains many lex-
ical and semantic relations. Currently, 11 lan-
guage WordNets out of 18 of the IndoWordNet
have created more than 20K concepts. As of now
this covers around 40-50 percent of the day to
day vocabulary of the respective languages. Cur-
rently, the Konkani WordNet contains 32063 con-
cepts and more than 43200 unique words repre-
senting these concepts.

Sense marking is a task to tag each word of the
corpus accurately with the WordNet sense or lexi-
con. In order to train machine understand the writ-
ten language and thus to ensure speedy and high
quality translation, a huge amount of data needs to
be sense tagged precisely by humans using a stan-
dard lexicon. A word may have multiple senses

and to identify which particular sense has been
used in the given context, word sense disambigua-
tion becomes a critical inevitability (Sarawati et
al., 2010). In a given text, the occurrence of a par-
ticular word will correspond to only one sense and
the nearby words provide strong and consistent ev-
idence to the sense of a target word.

Net development are presented.

Keywords: sense marking, IndoWord-
Net, word sense disambiguation, annota-
tion, coverage, challenges in sense mark-
ing.

1 Introduction

The IndoWordNet consortium in India is working Language| No. Total | Total | Percentage

towards the development of a multilingual Word- of No. of | No. of

Net which includes 18 Indian languages using Files | words | tagged

the expansion approach with Hindi as source lan- _ | used words

guage. The IndoWordNet is a multilingual Word- ](S}ir'lagregtli }(1)1 ég;ggg ??3224 igig

Net which links WordNets (?f dl.fferent Indian lan- KO_II’I a1 635 313415 T 103456 | 4548

guages on a common identication number called Kashmin | 350 08350 | 42290 | 43.00

as synset Id given to each concept (Bhattacharyya, Punjabi | 45 138735 | 60182 | 4338

2010). Odiya 120 | 236125 | 100285 | 42.27
'nttp://www.cfilt.iitb.ac.in/indowordnet/ Urdu 10 100000 | 68689 68.69

*Konkani is an Indo-Aryan language and is spoken on the
west coast of India. It is one of the 22 scheduled languages
mentioned in 8th schedule of the Indian Constitution and the
state language of the Indian state of Goa and minority lan-
guage in Maharashtra, Karnataka, Kerala

Table 1: Sense marking status

One of the tasks in the first phase of WordNet
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development was to sense mark a minimum 100K
words. The source of the corpus used for sense
tagging was local newspaper. The Sense Marker
Tool developed by IIT Bombay was used for the
sense marking activity. The table 1 shows the
sense marking statistics.

The rest of the paper is organized as follows
section 2 describes the Sense Marker Tool usage
and the procedure used for sense-marking. The
experiences of sense marking and the challenges
faced are discussed in section 3. Section 4 gives
the details about how the challenges were over-
come and the results obtained. Section 5 gives the
details about how sense marking activity helped in
improving the quality of the WordNet, followed by
the conclusion and future work.

2 Procedure Used for Sense Marking

The Sense Marker Tool developed by IIT Bombay
was used in the sense marking task. It helps the
lexicographer to efficiently tag the words. Since
WordNet contains only open-class words, Sense
Marker Tool is used to tag only nouns, verbs, ad-
jectives, and adverbs; that is to say, only about 50
percent of the words in the corpus are semanti-
cally tagged. The following procedure was fol-
lowed while sense marking the corpus -

e Examine each word of the text in its context
of use and decide which WordNet sense was
intended. In order to facilitate this task, the
tool displays the word to be tagged in its con-
text, along with the WordNet synsets for all
of the senses of that word.

Indicate the appropriate sense to the word by
selecting the correct sense from the list of
possible senses.

While sense marking there were situations when
either the sense of the word was not found or the
existing sense was not sufficient to provide the cor-
rect sense.

The main cases encountered by the lexicogra-
phers while sense marking, are listed below -

1. Marking the word with exact sense: The
ideal situation is when the exact sense is
available for the corpus word. Here, the lex-
icographer applying his/her language knowl-
edge has to select the correct sense from the
list of possible senses displayed by the tool.
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2. Marking the word using hypernymy:
When the exact sense is not found, the word
can be tagged with its hypernymy depending
on the context of the word.

. Marking the word with closest sense:
Sometimes the exact sense of a word is not
present in the WordNet. If closest sense is
available and if the lexicographer has knowl-
edge about its existence, then he/she can as-
sign the tag for the word with the closest
sense.

Creating a new sense for the word: There
are two situations when the lexicographer
needs to create new sense for the word

e If the sense of the word is not present
in the WordNet. This is obvious in
cases of language specific, culture spe-
cific words, species names or multi-
words. Therefore it was decided that a
new sense should be created for them.

If the sense of the word is not appropri-
ate in the context.

. Marking the corpus word with the exact
sense even if the sense/concept does not
have the word in its synonyms set: The
word is tagged with the appropriate synset
and later the word is added to the synset.

The coverage C of language vocabulary by the
WordNet is measured by the following formula -

o Equation 1: C = M*100/N, where M is the
total number of words tagged and N is the
total number of words in the corpus

o Equation 2: ¢ = m * 100/n, where m is the
total number of unique words tagged and n is
the total No. of unique words in the corpus

Equation 1 measures the coverage of more fre-
quent words. If a frequently occurring word is
covered in the WordNet then the count will in-
crease. For Konkani language, this percentage was
48.48 percent.

Equation 2 measures the coverage of the vocab-
ulary. If the number of words in the WordNet is
high then the count will increase. For Konkani
language, this percentage was 53.2 percent.



3 Challenges faced while sense marking

The main challenges faced were handling of com-
pound words, multi-word expressions, language
specific words, word with affixes, etc. They can
be grouped under following heads -

3.1 Tool related challenges:

The challenges faced due to the limitations of the
Sense Marker Tool are as follows:

1. There is no feature in the Sense Marker Tool
to add a new synset directly to the synset file.

2. If two lexicographers are involved in the
sense marking activity and both come across
a same synset which is not found in the Word-
Net then both may end up creating a new
sense. This may result in duplication of work.

3. Though the sense distinctions in the WordNet
are quite fine-grained, there have been cases
when the senses provided there have been in-
adequate or may contain some errors.

4. There is no feature in the tool to update the
synset content in case of any issues like am-
biguity, POS mismatch, false positive or false
negative in the synonymous set, spelling mis-
takes, etc.

The only solution was to keep track of the infor-
mation about the synsets to be created and words
to be added to the existing synsets and then mod-
ify the WordNet accordingly at one place by the
lexicographers. But this was a tedious and time
consuming task.

3.2 Culture-Specific words

For sense marking we used corpus from the
Konkani newspaper, Sunaparant. It is more likely
that culture specific words occur more frequently
in the corpus and these are not found in the Word-
Net. Examples of the frequently occurring concept
specific words in Konkani newspaper corpus are:

e taraMgAM- noun, decorated pole with sym-
bol of tutelary divinity on its top.

e huddameWI- noun, special kind of curry
made with black grams and fenu-greek.

e Sigamo- noun, festival celebrated to welcome
the spring which starts Holy festival.

Similarly, we have come across many such words
belonging to domains such as cuisines, dance, fes-
tivals, culture and traditions, household items, etc.
For the purpose of marking such words with a
proper sense, it is of utmost important that the
senses are to be created for them.

3.3 Named Entity Issue

It is more natural to come across many named enti-
ties such as places, companies, organizations, per-
sons, locations, school names, personalities, etc.
since the newspaper corpus was used for sense
marking and news often contains such information
which is not available in the WordNet.

3.4 Multi-words in the corpus

The newspaper corpus contains news on poli-
tics and critics, description on places, environ-
ment, health topics, and hence one can come
across many multi-word expressions of the type
compound verbs, compound nouns, idioms, echo-
words, reduplication, etc. Currently, the WordNet
does not store multi-word expressions. Creation
of synsets for such words was also a challenging
task for the lexicographers.

3.5 Words with affixes

In Konkani, one can come across a suffix like
(kAr- suffix used for male), (kaAn suffix used
for female) which gives different meaning to the
words it is attached to. For example, (BAjl veg-
etable) when (kAr) is attached to it, it conveys
the sense - the man selling vegetables. Similarly,
when (kaAn) is attached to it, it conveys the sense
the woman selling vegetables which results in the
new word obtained from (BAjI). Such occurrences
are quite huge in number in the corpus. However,
these kinds of words are not found in the respec-
tive WordNets for the reason that all the words
with the suffixes have not been incorporated.

3.6 Other challenges

Other situations where sense marking was difficult
are listed below -

e The newspaper also contains many words
belonging to Hindi and Marathi vocabulary.
This is because Hindi and Marathi are sister
languages of Konkani.

e Sometimes the newspaper articles describe
information about a movie or a play, which



often use Hindi or Marathi terms. This may
be because of the influence of these lan-
guages on the people. Tagging such words
was also a challenge.

Similarly we came across many foreign
words in the corpus. Foreign words are those
words written in a script other than our own
script.

Sense marking abbreviations and acronyms
was also a difficult task as WordNet does not
cover all the acronyms and abbreviations.

4 Methodologies used and Results
Obtained

To overcome the challenges discussed above the
following two methods were used

e Method 1: For each polysemous word, ex-
tract all sentences from the corpus in which
that word occurs, categorize the instances
and write definitions for each sense, and cre-
ate a pointer between each instance of the
word and its appropriate sense in the lexi-
con (Miller et. al, 1993). The advantage
of this method was that concentrating on a
single word should produce better definitions
(Miller et al., 1993).

Method 2: The alternative method is the se-
quential approach that starts with the corpus
and proceeds through it word by word. This
procedure has the advantage of immediately
identifying deficiencies in the lexicon: not
only missing words but also missing senses
and inadequate senses, identifying the false
positives and false negatives, etc.

The results obtained by using the combination of
the above two approaches are given below -

1. Around 130 synsets were linked to Hindi
WordNet and 86 new synsets having high fre-
quency of occurrence in the corpus including
concept/language specific synsets were cre-
ated as a result an additional 1952 words were
sense tagged.

. Similarly, there were some synonyms which
were found relevant to the context and were
regarded as false negatives i.e. words which
should have been present in the synset. Such
words were added to the existing synsets.
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Additional 134 words were added which re-
sulted in tagging of additional 380 words.

. After analyzing the untagged words, we came
across 11774 named entities in the corpus
which were not available in the WordNet. It
was decided that the proper noun part of the
word would not be tagged, but the common
noun part would be tagged. This decision
helped in tagging additional 180 words.

The above methods helped in improving the Word-
Net coverage of Konkani language from 48.48 per-
cent to 51.5 percent.

5 Role of Sense marking to improve
WordNet Quality

The sense marking activity played a vital role in
improving the quality of the WordNet in the fol-
lowing ways:

e Spelling errors, category mismatch were cor-
rected and also the synsets with incomplete

concept definition were improved.

Words which had variations in spellings were
added to the synsets.

The synsets belonging to a language or
language-specific synsets which covers a
wide range of day-to-day language were
added to the WordNet.

Missed words (false negatives) which should
have been present in the synset were added to
the existing synsets.

During sense-marking, false positives i.e. the
words which were found to be irrelevant to
the synsets were identified and deleted from
the respective synsets.

6 Conclusion

In this paper we have discussed the importance
of Sense marking activity in the WordNet de-
velopment cycle. The various challenges faced,
methods adopted and results obtained while sense
marking have been presented. The sense marked
data will act as a resource to aid in speedy and effi-
cient machine translation, for developing and test-
ing procedures for the automatic sense resolution
in context. Our future work will be to sense mark
domain specific data and to attempt to further im-
prove the WordNet coverage and quality.
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Abstract

Sinhala is one of the official languages of Sri
Lanka and is used by over 19 million people
It belongs to the Indo-Aryan branch of the In-
do-European languages and its origins date
back to at least 2000 years. It has developed
into its current form over a long period of time
with influences from a wide variety of lan-
guages including Tamil, Portuguese and Eng-
lish. As for any other language, a WordNet is
extremely important for Sinhala to take it into
the digital era. This paper is based on the pro-
ject to develop a WordNet for Sinhala based
on the English (Princeton) WordNet. It de-
scribes how we overcame the challenges in
adding Sinhala specific characteristics which
were deemed important by Sinhala language
experts to the WordNet while keeping the
structure of the original English WordNet. It
also presents the details of the crowdsourcing
system we developed as a part of the project -
consisting of a NoSQL database in the
backend and a web-based frontend. We con-
clude by discussing the possibility of adapting
this architecture for other languages and the
road ahead for the Sinhala WordNet and Sin-
hala NLP.
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1 Introduction

Despite being used by over 19 million people
and being one of the official languages of Sri
Lanka, there has not been much progress in de-
veloping natural language processing (NLP) ap-
plications for the Sinhala language. This is partly
due to the lack of commercial interest on devel-
oping Sinhala NLP applications on a global
scale. For instance, as of now, neither Google
Translate* nor Google News? is available for
Sinhala while both are available in Hindi and
Tamil — two other regional languages spoken by
a much larger population and thus with a higher
business value.

Within this backdrop, we believe that develop-
ing a fully functional WordNet for Sinhala would
provide a much needed boost for the Sinahla
NLP work. This is because it is well recognized
that a WordNet is a very important tool in per-
forming natural language processing tasks for
any language. A WordNet will be helpful to Sin-
hala NLP application developers in tasks ranging
from word sense disambiguation and information
retrieval to translation. Moreover a Sinhala
WordNet will be a valuable resource to linguists

! http://translate.google.com/
2https ://support.google.com/news/answer/
40237
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studying the Sinhala language. We paid special
attention to the interests and concerns of the lat-
ter group as described later in the paper.

The project team, mainly consisting of per-
sonnel from the Knowledge and Language Engi-
neering Lab of University of Moratuwa, started
the task of developing a WordNet for Sinhala
with several brainstorming sessions which in-
volved Sinhala language experts, computer sci-
ence specialists and people who had previously
made some contributions in digitizing the Sinha-
la language (for example in developing Sinhala
Unicode characters). Although we were biased
towards using the expansion approach, which
develops a WordNet based on an existing
WordNet for another language, we discussed the
possibility of adopting the merge approach,
which develops a WordNet using the first princi-
ples by leveraging existing dictionaries and other
resources (Bhattacharyya, 2010). We settled on
the expansion approach because it was evident
that we do not have the resources to successfully
pursue the merge approach.

We came up with basic design for the Word-
Net through the above mentioned brainstorming
sessions and then proceeded to develop the tech-
nical infrastructure needed. This consists of de-
veloping Sinhala WordNet APIs and a web inter-
face as well as a crowdsourcing system to add
synsets and relationships. The latter is needed
because coming up with Sinhala synsets and re-
lationships based on the synsets of another lan-
guage requires a lot of manual work. Initially we
were planning to use the Hindi WordNet as the
source WordNet but switched to the English
WordNet a couple of months into the project.
The reasons for this change are discussed in Sec-
tion 2.2. Apart from this the development effort
proceeded fairly smoothly and we have complet-
ed the implementation of the WordNet API and
the crowdsourcing system. Currently we are in
the process of adding synsets using this system.

The rest of the paper is organized as follows.
In Section 2, we present the details of the discus-
sions we had with Sinhala language experts and
the effects these discussions had in the structure
of the Sinhala WordNet. In Section 3 we discuss
the technical details of the project. Here, we de-
scribe the use of a NoSQL database to facilitate
modification to a WordNet, which has not been
done before to the best of our knowledge. In Sec-
tion 4, we describe how the crowdsourcing sys-
tem works including how it gives suggestions to
the contributors simplifying their task. We reflect
on some important aspects of the project includ-
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ing the possibility of adopting the entire system
to other languages in Section 5. We present the
details of some related work in Section 6 and
provide concluding remarks in Section 7.

2 Developing the Linguistic Infrastruc-
ture

Development of linguistic infrastructure was car-
ried out as the first phase of the project. Several
discussions with Sinhala language experts were
conducted to better understand the key features
of the Sinhala language.

2.1 Discussions with Sinhala Linguists

From the beginning of the project the develop-
ment team was collaborating with some promi-
nent experts on Sinhala language. The basic idea
of this collaboration was to acquire the necessary
knowledge of the Sinhala language to get to
know the linguistic requirements of a Sinhala
WordNet and to form an expert evaluator panel
to help with the crowdsourcing effort in develop-
ing the WordNet.

One important topic discussed with the experts
was that Sinhala has a significant difference in
written and spoken usage. These differences in-
clude differences in word usage and differences
in grammar. We were particularly interested in
differences in word usage in spoken and written
forms as grammar rules fall outside the scope of
a WordNet. It was observed that words with sub-
tle but important differences are used in the writ-
ten and spoken forms of Sinhala. For instance,
for the sense “man”, &8¢ (Minisa) is the most
frequent word used in written Sinhalese while
88w (miniha) is the most frequent word used in
spoken Sinhalese. While the difference is subtle
(a single phoneme in this case) its implications
are significant for a natural speaker of Sinhala. In
this case, using &Aeso in normal conversations
appears extremely odd. Moreover such differ-
ences are very common and combining words
used in spoken and written Sinhala results in
very odd phrases.

The problem faced by us was whether to in-
clude this difference in the Sinhala WordNet.
Doing so would go against the main objective of
a WordNet which is organizing words by their
meanings; clearly there is no difference in the
meanings of 8=Re and &R as it is simply a
matter of language usage. Despite this concern,
we decided to include this difference as a flag for
each word due to the following reasons.



1. Not including these in the WordNet would
result in the loss of a valuable opportunity
to encode these differences in a machine
readable manner; the contributors of the
crowdsourcing system can do this with lit-
tle extra effort but doing it as a separate
project would require a lot more effort.
The importance of this factor is magnified
by the lack of commercial interest in Sin-
hala NLP.

2. Since one of the primary reasons for de-
veloping a Sinhala WordNet was to serve
the needs of Sinhala linguists we wanted
to accommodate their requirements. We
suspected that eliminating this type of in-
formation would make the WordNet less
useful to them. Janssen (2002) has made a
similar argument with regards to eliminat-
ing gender information from WordNets.
Hence, adding this information to the
WordNet was seen as a pragmatic move.

3. Different words being used in spoken and
written Sinhala is an extremely common
phenomenon that cannot simply be ig-
nored or left for later consideration.

By the same reasoning, we decided to add few
more features of the Sinhala language to the
WordNet. One of them is the gender difference.
The genders in Sinhala are masculine and femi-
nine but none are specified for some words (typi-
cally for things that are not alive). The gender of
a noun is important as it decides which morpho-
logical form of a verb is used with it. Thus the
Sinhala WordNet will contain the gender of each
noun, if exists.

The Sinhala words can be divided into three
main categories called native words, words di-
rectly borrowed from another language which are
being used without any change (»=es® - tatsama)
and the words borrowed from another language
and have been modified (»=wo - tatbawa). The
words have been mainly borrowed from Sanskrit,
Pali, Hindi, Portuguese, English, Tamil and
Dutch. In constructing phrases in Sinhala, the
origin of the word should be considered similar
to how the spoken/written differentiation is used.
As an example ‘mathru’(®s=a) and ‘maw’(®d)
are two forms to express the meaning “mother’s”
in Sinhala but ‘mathru’ is a tatsama while ‘maw’
is a tatbawa. ‘snehaya’(cdeziwe)  and
‘senchasa’(ewemwe) means ‘affection” which
again are tatsama and tatbawa. To express
“mother’s affection”, people use either ‘mathru
snehaya’(@ma ddefove) or ‘maw senchasa’(@d
esemwe) While the other two combinations ap-
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pear odd. This is despite the fact that all four
words are acceptable in written Sinhala. Thus
details of the origin of a word are also included
in the Sinhala WordNet. Both the source lan-
guage and the derivation type (tatsama/tatbawa)
are kept on this regard.

Each noun in Sinhala can be in 9 morphologi-
cal forms called ‘vibhakthi’(8ez4). Furthermore
there are fairly complicated rules in forming
compound words called ‘sandi’(es=¥®) and ‘sa-
masa’(es®es). The formation of these forms and
rules as well as the inflectional forms of a verb
are based on the root of the word, which may not
be the most commonly used form of the word.
Therefore, it was decided to keep the word root
as well as the most common morphological form
in storing a word in the WordNet.

In summary, we decided to include the follow-
ing features for each word.

Written/ Spoken usage

Gender

Origin of the word

Word root

The most common morphological form

It is interesting to relate these features, which
are deemed important in representing Sinhala
words in a machine-processable format, to a
standard lexical-encoding framework. Our dis-
cussion on this regards is based on the lemon
(Lexicon Model for Ontologies) framework
(McCrae et al., 2012). Our view is that the writ-
ten/spoken usage and the origin of the word are
properties under the linguistic description mod-
ule of lemon outside its core. These will be used
by the phrase-structure module in identifying
well-formed phrases. The word root is related to
the morphology module and is used in inflection
while the most common morphological form is
the main lexical entry in the core for the word in
concern. The gender information is useful for
inflection in the morphology module and in rec-
ognizing words that do not have certain morpho-
logical forms. (e.g., d8es - rajina - the queen
does not have a masculine form).

2.2  Selecting the Source WordNet

As mentioned earlier we decided to develop the
Sinhala WordNet following the expansion ap-
proach due to practical considerations. Then the
question was which WordNet to use as the
source WordNet. We first decided to use the
Hindi WordNet (Jha et al., 2001) for this purpose
due to the following reasons.



1. The Sinhala language belongs to the Indo-
Aryan branch of the Indo-European lan-
guages and is heavily influenced by the clas-
sical Indian languages of Sanskrit and Pali.
Since Hindi is close to Sanskrit and the Hin-
di WordNet is fairly sophisticated - it serves
as the hub of the Indo WordNet initiative
(Bhattacharyya, 2010) - we assumed that the
Hindi WordNet would provide a good basis
for developing the Sinhala WordNet. We
even considered using the Sankrit WordNet
as the source WordNet but realized that it is
still in an early stage.

2. The success of the Indo WordNet initiative
in creating WordNets for many languages in
India (Bhattacharyya, 2010) was one of the
main motivations for us in embarking on this
project. It was assumed that using the Hindi
WordNet as the source WordNet would help
us leverage the success of the Indo WordNet.

However, as we proceeded with the devel-
opment work, it was apparent that using the Hin-
di WordNet as the source WordNet was not a
viable option. The following are the main rea-
sons for this.

1. Despite the perceived similarity in the ori-
gins of the languages, Hindi and Sinhala are
very different languages in many aspects re-
lated to WordNet construction: One difficul-
ty associated with this is that Hindi is written
in Devanagari script, which is not familiar to
most Sinhala speakers. (Sinhala has its own
alphabet). Moreover, for many Hindi words
it was difficult to identify Sinhala words with
the same meaning, even after knowing how
the word is pronounced. It was thought that
translating Hindi words to Sinhala would be
easier once the pronunciation is known be-
cause words of the languages are often pro-
nounced similarly — e.g., Sinhala &

(baaya) vs. Hindi #11$ (bhai) meaning broth-

er. It was seen that such similarities are not
very common. As a result, we found our-
selves frequently translating words from
Hindi to English to understand the relevant
Sinhala words.

2. It was seen that adopting the technical infra-
structure of the Indo WordNet project to de-
velop the Sinhala WordNet was difficult.
Part of this is due the communication diffi-
culties — all other WordNets of the Indo
WordNet have been developed within India
itself. In addition, our requirement to add
flags to words in addition to flags for synsets
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as described in Section 2.1 created additional
complexities and we found that accommo-
dating these changes in the Indo WordNet
text database stricture was very difficult. The
Princeton English WordNet (Fellbaum,
1998), with its extensive documentation and
the support network was seen as a much bet-
ter alternative in this context.

3. A significant percentage of native Sinhala
speakers have a working knowledge in Eng-
lish and it was seen that this will be very use-
ful for a crowdsourcing system. In contrast,
familiarity with the Hindi language is not
widespread and this combined with the fact
that most Hindi words are apparently unfa-
miliar to Sinhala speakers as described in
(1), means that it is very difficult to use the
Hindi WordNet in a crowdsourcing system.

Based mainly on the above factors, we
switched the source WordNet from Hindi to Eng-
lish early in the development stage. The fact that
the WordNets for Arabic (Rodriguez et al., 2008)
and Japanese (Isahara et al., 2008), which have
very little in common with English, have also
been developed with the English WordNet as the
source, also weighed in on our decision.

We were mindful of the consequences of us-
ing the English WordNet as the source WordNet
in developing the Sinhala WordNet. It has been
stated that the source WordNet can have a dis-
tracting influence on the new WordNet being
created especially when the two languages exist
in different regions and cultural settings
(Bhattacharyya, 2010). It is clear that this con-
cern is applicable here. As such we decided to
aggressively remove existing synsets in the Eng-
lish WordNet and add new synsets as necessary
when developing the Sinhala WordNet.

3 Developing the Technical Infrastruc-
ture

After developing the linguistic infrastructure, we
focused on developing the technical infrastruc-
ture according to the requirements identified.
The main challenges we faced here were resolv-
ing the complications arising when extending the
Princeton WordNet API, dealing with different
data structures, and selecting tools and technolo-
gies. In this section, we describe the salient fea-
tures of the architecture of the system and how
we approached the above mentioned challenges.
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Figure 1: System Architecture

3.1 The WordNet API

The Sinhala WordNet API is implemented on the
Java platform extending the English WordNet
APl (JWNL)®. The basic idea of developing this
API is to provide general WordNet functionali-
ties as well as the specific functionalities of the
Sinhala WordNet discussed above. We defined
new classes for synset, word, noun, verb, adjec-
tive and adverb extending the JWNL classes. The
JWNL documentation and mailing lists were ex-
tremely helpful to us in this exercise. Incorporat-
ing Sinhala characters in the APl was based on
the Sinhala Unicode characters.

3.2 System Architecture

Figure 1 shows the architecture of the entire sys-
tem, consisting of the API and the crowdsourcing
system. For the non-technical users, the main
outputs of the system are the online and offline
Sinhala WordNet browsers and the web-based
interface for the crowdsourcing system. Devel-
opers will have access to these components as
well as the source code of the Sinhala WordNet
API, WordNet Constructor Core - which governs
how the crowdsourcing system operates -, the
MongoDBToTextDB Transformer and the sche-
mata of the underlying databases.

3http://jwordnet.sourceforge.net/han
dbook.html
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WordNet API

MongoDB Data
Access API

Sinhala
WordNet Text
Database

The components in the presentation layer get
the data they need from three sources.

1. The English WordNet: The data contained in
the English WordNet text database in terms
of synsets and relationships are used.

2. The NoSQL Database: The modifications
made by contributors of the crowdsourcing
system to the data of the English WordNet
are stored in this database.

3. Linguistic Resources: Several linguistic re-
sources such as available machine readable
dictionaries for Sinhala are used in providing
suggestions for the collaborators.

Components in the Data Access Layer are used

by the two components in the Process Layer to

access the necessary data.

The MongoDBToTextDB transformer gets
the data from the NoSQL database as well as the
text database of the English WordNet because
the NoSQL database only contains the modifica-
tions made by collaborators. It combines the data
from the two sources into the text database of the
Sinhala WordNet API. This step is carried out
when releasing a new version of the Sinhala
WordNet.

3.3 Use of a NoSQL Database

According to the system architecture described
above, we need a database to store the modifica-
tions performed by the contributors of the
crowdsourcing system. The modifications in-
clude adding Sinhala words to a synset, adding
features to words and synsets, adding relation-
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ships between words/synsets and adding and re-
moving synsets.

Until recently, the standard solution for this
type of a data storage need has been to use a rela-
tional database system. However, the use of
NoSQL databases has increased in the recent
past partly due to the flexibility it offers to the
schema designer. Instead of being restricted to a
relational schema, which often requires multiple
tuples spread across several relations for the
same logical data unit, NoSQL databases allows
the designers to store data according to the se-
mantics behind them. We realized that these ad-
vantages will be important in our system since a
synset consists of an unlimited number of words,
each with several distinct features.

Another advantage of using NoSQL databases
is that they provide better scalability than rela-
tional database systems especially in setting up
multiple servers connected to a web-based front-
end. This too will be helpful in using a crow-
sourcing approach for WordNet creation as the
system will provide better performance for the
contributors.

Noun

_id

_class
userName
EWNID
Words

_id
Lemma
wordID
wordPointerList
pointerType
synsetType
synsetld
wordld
sensePointers
pointerType
synsetType
synsetld

gloss

Table 1: Schema for Nouns

However, it was noted that NoSQL solutions
do not guarantee consistency of the database alt-
hough they provide eventual consistency. There-
fore, it is possible, in rare conditions, for two
contributors to make contradictory updates in the
database. In the context of our system, these in-
consistencies can be resolved later, generally in
evaluation. Moreover any inconsistencies do not
affect the releases of the Sinhala WordNet as
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they use the text database, assuming that any
contradictions are resolved before a release.

We concluded that the advantages of NoSQL
databases outweigh their disadvantages and de-
cided to use one. We selected the MongoDB
NoSQL (Plugge et al, 2010) system. Table 1
shows the schema we used for nouns. To the best
of our knowledge, this is the first time a NoSQL
database has been used in developing a Word-
Net.

Currently, the source repository is maintained
as a private GitHub project. We will make it pub-
lic in the near future.

4 The Crowdsourcing System

4.1 Overview

As mentioned earlier, a crowdsourcing system to
facilitate the development of the Sinhala Word-
Net was designed and implemented as a part of
the project. As illustrated in Figure 1, the Word-
Net Constructor Core component contains the
major functionalities of this system. It obtains
different types of data through the components of
the Data Access Layer and provides an interface
to be used by the web-based interface of the
crowdsourcing system. The following are the
different types of data used by this component
through the Data Access Layer.

1. Information contained in the English
WordNet through the EWN API (JWNL).

2. Information obtained from several linguis-
tic resources for the Sinhala language in-
cluding machine readable dictionaries and
thesauri. These are used to specify sugges-
tions to contributors to simplify their task
as described in Section 4.2.

3. Information contained in the mongoDB
database, which contains the modifica-
tions made by the contributors as men-
tioned earlier.

The web-based user interface allows contributors
to browse through the English WordNet hierar-
chy and perform modifications as necessary. If
no work has been done on a particular synset of
the English WordNet, they will be shown the
data contained in the English WordNet and are
expected to replace them with Sinhala words.
These changes include adding words to synsets,
specifying flags for the words (e.g., whether the
word is used in written/spoken Sinhala) and add-
ing relationships. All the modifications are saved
in the MongoDB database.
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Figure 2: The Ul of the Crowdsourcing System

Figure 2 shows the web interface when adding
Sinhala words/relationships for the English syn-
set for one sense of the word “phenomenon”.
Since Sinhala words have not been added to this
synset, it shows the available information in the
English WordNet. In addition, it shows suggest-
ed Sinhala words obtained from linguistic re-
sources as described in Section 4.2.

The web-based user interface is operational
and can be accessed from
http://www.wordnet.lk. The modifica-
tions made by the contributors have to be ap-
proved by an evaluator before being included in
a release.

How to effectively use a crowdsourcing tech-
nique to get a particular task done with accepta-
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English Meaning
phenomenon

288
a¥de:

3:82

cavdas:

any state or procsss known through the senses
rather than by intuition or r=asoning

Word Suggestions

ble quality is an open research question. Dow et
al. (2012) have found that assessment of work
produced, whether it is external assessment or
self-assessment, if very helpful on this regard. As
such, we expect the feedback provided by evalu-
ators to help our effort.

4.2 Providing Suggestions

The purpose of providing suggestions for con-
tributors is simplifying their task so that they do
not have to rely entirely on their knowledge and
available printed material. Currently, we provide
suggestions for English words based on machine
readable English to Sinhala and Sinhala to Sinha-
la dictionaries and thesauri. Out of the available
resources, we found the Madura English-Sinhala
dictionary (Kulatunga, undefined) particularly
helpful. We are currently in the process of im-
proving this component by incorporating the the-


http://www.wordnet.lk/

sauri developed by the Department of Official
Languages of Sri Lanka and a text corpus com-
piled by ourselves.

5 Discussion

5.1 The Morphology of the Language

Sinhala is an inflectional language where many
verbs and nouns have a fairly large number of
morphological forms. Verbs and nouns frequent-
ly have more than 10 morphological forms when
considering both spoken and written forms. This
has implications for the WordNet as a person or
a software system searching for a word may use
a different morphological form from what is con-
tained in the WordNet. We decided against stor-
ing all morphological forms of a word in the
WordNet since that increases the number of
words for a synset to an unmanageable level. As
such a good morphological analyzer, which is
external to the WordNet is necessary to obtain
the full benefits of the WordNet. There have
been previous attempts to develop a morphologi-
cal analyzer for Sinhala which have produced
satisfactory results (Hettiage, 2006; Fernando
and Weerasinghe 2013).

5.2  Extending to Other Languages

While we did not develop our system with the
objective of developing WordNets for languages
other than Sinhala, we recognize that it has the
potential to be used in this manner. The architec-
ture of the system has to be changed in some
places, for example in using linguistic resources
of other languages for providing suggestions for
contributors. But the overall design of displaying
the information of the English WordNet, allow-
ing the contributors to modify them with words
from the target language and storing the modifi-
cations in the NoSQL database can be easily ap-
plied in developing a WordNet for another lan-
guage based on the English WordNet following
the expansion approach. It is possible to reuse
the schema of the MongoDB database and the
source code of the crowdsourcing interface, the
WordNet Constructor Core and the MongoD-
BToTextDB Transformer in such an exercise.
We plan to separate out these parts from our
codebase as a future work.

5.3 Current Status

The crowdsourcing system is currently opera-
tional and the number of synsets in the Sinhala
WordNet is approaching 2000. This number is
significant since this has been used as a marker
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by the Indo WordNet project in developing
WordNets for languages in India (Bhattacharyya,
2010). Our goal is to release the first complete
version early next year.

The Knowledge and Language Engineering
Lab of the Department of Computer Science and
Engineering at University of Moratuwa is coor-
dinating this effort.

6 Related Work

The Hindi WordNet and the Indo WordNet initi-
ative provided a lot of inspiration to us in at-
tempting to develop a WordNet for Sinhala fol-
lowing the expansion approach. We followed
their work in several aspects of the project such
as the use of crowdsourcing to generate synsets.

There has been a previous work on develop-
ing a WordNet for Sinhla by Welgama et al.
(2011), which is basically an exploration on de-
veloping a WordNet for Sinhala by extracting
some common words from a corpus and getting
the help of Sinhala language experts to come up
with synsets based on them. It can be seen that
this work is related to the merge approach. Our
work differs from this effort in our use of the
expansion approach and the objective of devel-
oping a complete WordNet.

7 Conclusion

Developing a fully functional Sinhala WordNet
can be considered a landmark in NLP for Sinhala
and we believe that we are well set to achieve
this in the near future. This will provide a tre-
mendous boost for developing Sinhala NLP ap-
plications such as information retrieval systems,
text classifiers and summarizers and translators.
The availability of a platform in terms of a
WordNet may even attract some commercial in-
terest for Sinhala NLP.

It should also be recognized that our work has
the potential to be generalized into a system that
can be used to bootstrap WordNet creation for a
language. If this goal can be achieved, it will be
extremely helpful in developing WordNets for
minority languages such as Sinhala.
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Abstract

The paper motivates a strategy for identification
and annotation of derivational relations in the Bul-
garian wordnet that aims at coping with the com-
plex morphology of the language in an elegant
way. Our method involves transfer of the Princeton
WordNet (morpho)semantic relations into the Bul-
garian wordnet, at the level of the synset, and fur-
ther detection of derivational relations between
literals in Bulgarian. Derivational relations have
been annotated to reflect the complexity of Bulgar-
ian morphology. Introduced literal relations im-
prove the consistency and employability of the
wordnet.

1 Introduction

Bulgarian is a language with rich derivational
morphology but derivational relations in the
Bulgarian wordnet (BulNet) have been
marked so far only at the level of the synset
(Koeva, 2008). This paper outlines our strate-
gy for representing the derivational relations
at the level of the literal. We advocate for an
approach with a twofold aim — to reflect the
language specificity and to keep the overall
structure of the Princeton WordNet (PWN)
while modifying the representation of deriva-
tional and morphosemantic information (Fell-
baum et al., 2009). We focus on noun-verb
pairs (for encoding of other derivational pat-
terns, cf. Koeva, 2008; Stoyanova et al.,
2013). The derivational relations are to be fur-
ther exploited for a prediction of (mor-

relations in PWN are transferred into BulNet,
we have used them to find prospective deriva-
tionally related pairs and derivational models
in Bulgarian. Thus, the introduction of deriva-
tional relations improves connectivity in
BulNet by explicitly linking morphological
and semantic information through encoding
links between literals in synsets connected via
(morpho)semantic relations.

While encoding this information on differ-
ent levels to reflect different phenomena, we
enrich BulNet with information about deriva-
tional patterns that can be used in NLP tasks
such as information retrieval and question an-
swering (cf. Hathout and Tanguy, 2002; Li-
gozat et al., 2012).

In the next section, we briefly present the
Bulgarian wordnet with some remarks on the
specific conventions adopted for its develop-
ment. Section 3 discusses other attempts at
encoding derivational relations in wordnets of
languages with rich morphology. The com-
plexity of Bulgarian derivational morphology
is outlined in Section 4. In Section 5, we
brush on the first step of our method for au-
tomatic identification and annotation of deri-
vational relations. Section 6 presents the set of
conventions followed in the annotation of der-
ivational relations that have been specified,
along with the manual validation and correc-
tion of the results of the method applied (as
introduced in Section 5). In Section 7, we out-
line directions for future work.

2 Bulgarian Wordnet —an Overview

pho)semantic relations between synsets that
are not part of BulNet yet (hence, they are not
found in PWN as they have no morphological
realisation in English). As morphosemantic

The Bulgarian wordnet was launched as part of
the BalkaNet project that aimed at creating a
multilingual lexical database of wordnets for
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Bulgarian, Greek, Romanian, Serbian, Turkish,
and Czech (Stamou et al., 2002). BulNet aims to
preserve the original structure of the Princeton
WordNet and EuroWordNet (Vossen, 2004).
Non-lexicalized synsets from PWN are kept in
the overall structure and marked with the label
no lexicalization. Language-specific concepts are
included in the appropriate place of the lexical
hierarchy.

Currently, BulNet comprises over 50,000
synsets. Unlike PWN which contains only open-
class words, BulNet is enriched with function
words (in synsets) added for the development of
the Bulgarian Sense-Annotated Corpus, where
every word is linked to a corresponding sense
(synset) (Koeva et al., 2011). Words in BulNet
are distributed into nine parts-of-speech: noun,
verb, adjective, adverb, pronoun, preposition,
conjunction, particle, and interjection — see the
numbers in Table 1.

Part-of-speech Count
Nouns 33,825
Verbs 6,199
Adjectives 8,114
Adverbs 1,395
Pronouns 94
Prepositions 423
Conjunctions 108
Particles 57
Interjections 11
Total 50,226
Table 1: Parts-of-speech distribution in
BulNet

The main part of the relations in BulNet are
semantic: also_see, causes, holo_member, ho-
lo_part, holo_portion, hypernym, near_antonym,
similar_to, subevent, verb_group. The list of se-
mantic relations is based on the PWN lexical and
conceptual relations (Koeva et al., 2004). BulNet
encodes several morphosemantic — be_in_state,
bg_derivative, and morphological (derivational)
relations — derived, participle. Be_in_state is a
relation between an adjective and a noun consid-
ered as state of the respective adjective:
{ambuyuosnocm: 1, ambuyus:1}* — {ambition:2,
ambitiousness:1} is a state of {ambuyuoszen:1} —
{ambitious:1}. Bg_derivative links a verb and a

! Curly brackets mark a synset, and square brackets mark a
literal.
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noun derived from it that are semantically relat-
ed, as in: {oupuoscupam:1} — {conduct:3} and
{oupucenm:1, mysuxanen pwvrosooumen:l} —
{conductor:2, music director:1, director:1}. The
relation bg_derivative is transferred from PWN.
Derived is a relation between a noun and an ad-
jective derived from it, as in {xamenen:1} 'made
of, characteristic of or related to stone' derived
from {xkamwvx: 1} — {stone:4}. Participle is a rela-
tion between a verb and its participle —
{nyneepusupan: 1} — {spray-dried:1} is a partici-
ple of {nyreepusupam: 1} — {spray-dry:1}.

3 Previous Work

Derivational relations in the Princeton WordNet
3.0 have been extracted through automatic iden-
tification of base-derived and semantically relat-
ed noun-verb pairs (Fellbaum et al., 2009). A set
of semantic relations across a number of mor-
phologically derived noun-verb classes was de-
termined, and morphological relations were add-
ed. The identified morphosemantic links connect
word pairs where one of the literals is derived
from another. They are marked as related both
derivationally (relations derived/derivative) and
semantically (relations event, state, result, agent,
undergoer, property, instrument, location,
means, uses, destination, material, body part,
vehicle). Derivational pairs are available in a
morphosemantic database through:
http://wordnet.princeton.edu/word
net/download/standoff/.

Other approaches involve automatic or semi-
automatic adding of new synsets to wordnet by
automatically deriving new words from already
existing ones and adding morphological rela-
tions. Attempts at annotation of derivational rela-
tions are mostly made for wordnets of languages
with rich morphology such as Romanian, Turk-
ish, Estonian, and Slavic languages. Some ap-
proaches involve semi-automatic and automatic
identification of derived word forms and pairs.
The morphological analyser Ajka used for the
Czech wordnet, works with a list of stems from
which word forms are generated. A set of words
is defined by identifying prefix, suffix, and a
morphological tag, and a derivational rule is ap-
plied using a substitution of morphemes (affix-
es), with manual modification (deleting and cor-
recting) of the generated word forms (Pala and
Hlavackova, 2007). The analyser Derywator is
used for semi-automated expansion of the Polish
wordnet through a combination of prefix and
suffix modules in two transducers trained to


http://wordnet.princeton.edu/wordnet/download/standoff/
http://wordnet.princeton.edu/wordnet/download/standoff/

work in the opposite direction on pairs already
described in the wordnet and extended with au-
tomated construction of mappings representing
internal stem alternations (Piasecki et al. 2012).
For adding morphosemantic relations to the Ro-
manian wordnet, simple literals were extracted
(Mititelu, 2012). A list of prefixes and a list of
suffixes were used to form combinations, and
resulting forms are matched against a list of liter-
als in the wordnet. Estonian wordnet was also
enriched with synsets that are automatically gen-
erated using derivational suffixes (Kahusk et al.,
2010).

Wordnets of other languages use language-
specific labels and relations. Czech and Turkish
wordnets adopt a set of labels that is different
from the PWN ones. The Czech wordnet uses
labels referring to part-of-speech: deriv-na,
deriv-dvrb, deriv-an, deriv-pos, deriv-pas, deriv-
aad, deriv-an, deriv-g, deriv-ag, deriv-dem (Pala
and Hlavackova, 2007). Labels in the Turkish
wordnet are more general such as become, ac-
quire, be-in-state, something-with, someone-
with, someone-from, someone-without, some-
thing-without, pertains-to, with, reciprocal,
causes, is-caused-by, cat-of, manner (Bilgin et
al., 2004). The work on the Croatian wordnet
(Katunar and Sojat, 2011) plans to follow the
morphosemantic field model (Raffaelli and
Kerovec, 2008).

Previous attempts at adding derivational rela-
tions to BulNet are outlined in (Koeva, 2008),
(Koeva et al., 2008) and (Stoyanova et al., 2013).
The derivational relations in PWN are transferred
into and aligned to BulNet. They are marked at
the level of the synset with bg_derivative rela-
tion, or in snote when the transferred relation
does not hold. Koeva (2008) proposes an ap-
proach for enlargement of BulNet that involves
splitting verb synsets that contain both perfective
and imperfective verbs.

The approach outlined in our paper involves
automatic detection of candidate pairs and manu-
al validation following language-specific con-
ventions without straining too far from PWN.
Morphosemantic relations hold among semanti-
cally related words sharing a stem with a close
meaning. Semantic labels have been specified
following PWN. After automatic detection of
candidate pairs using the PWN morphosemantic
database, we assign derivational relations to the
identified literals. Next section gives a brief
overview of some features of Bulgarian mor-
phology to motivate our decisions for the annota-
tion conventions adopted.
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4 Bulgarian Derivational Morphology

Due to historical and cultural factors, Bulgarian
language has preserved many Slavic features and
acquired others that are common for the Balkan
Sprachbund. Bulgarian is the only Slavic lan-
guage with analytic nominal system, compen-
sated by complex verb forms marked for aspect,
mood, tense, voice, and evidentiality. Bulgarian
derivational morphology combines inherited and
borrowed word formants and shows great diver-
sity of patterns.

4.1 Derivation Means

As in other Indo-European languages, there are
two main morphological processes for formation
of new words in Bulgarian — affixation and com-
position. Affixation consists in adding affixes to
the root or the stem. Root is the central mor-
pheme of a word that carries the main part of its
semantic content, while stem is the root plus all
derivational affixes, e.g., in discounted the root is
-count- and the stem is discount-. Composition is
defined as word formation by linking two or
more stems. In Bulgarian, stems are often at-
tached to each other by a linking morpheme —
interfix, as in 800-0-nao 'waterfall'.

A relatively rare word formation means is
paradigmatic derivation — a term used to denote a
derivation where the derivative keeps the same
stem, but differs from the source word by its par-
adigm (Radeva, 1991: 51), as in pa6oms 't0
work' — paboma ‘work'. Paradigmatic derivation
may occur in different directions: noun-to-noun,
noun-to-verb, verb-to-noun, adjective-to-verb,
etc. Inflection markers and/or thematic vowels
may be added, removed, or replaced, as in:
Odecem 'ten' — decemu 'tenth’; nuowce 'to string' —
Hu3 'a string’; mwea 'a grief' — mwvorcu 'to grieve'.
In this paper, we will use the term conversion to
designate such instances of zero-suffixation.

4.2 Derivation Formants

Suffixation is the most productive derivational
process in Bulgarian, and the most complicated
one. Suffixes are polysemic, i.e., one suffix usu-
ally has more than one meaning. For instance,
the suffix -nux is used to form nouns for agent
(nponossosam ‘preach’ — nponoseanuk ‘preach-
er’), instrument (rodema °‘lift up’ — nodemnux
‘gig’), location (6aecasc ‘luggage’ — Oacasicnux
‘luggage-carrier’), etc. The same meaning may
be expressed by different suffixes such as the
agentive -a4, -ap, -ey, -HuK, -mein, -Ko, -lbo, -
eHm/-anm, -amop, -0xicus/-uusi, etc.



In terms of origin, suffixes are domestic or
borrowed from different languages — Turkish (-
ooicus), Latin, directly or more often through in-
termediate language (-yus), Russian (-uux), Eng-
lish (-une), etc. Some of the borrowed suffixes
become productive and may be attached to do-
mestic stems or even to stems borrowed from
other languages, as the Turkish -dorcusi/~uus in
maxcudxcus 'taxi driver' and unmepecuus 'some-
one who is looking after his own interests'.

New words are formed by attaching one or
more suffixes to the root or the stem. Suffixes
may be added to the stem by agglutination to
form a derivation chain, as in: mezs 'to mill;
mennuya ‘a mill', where the suffix for location -
nuy- is added to the verb stem; mennuuap ‘'miller’,
with the suffix for agent -ap added to the noun
stem; mennuuapcku 'characteristic or belonging
to a miller', with the suffix for property -c«-.

Apart from agglutination, suffixation involves
diachronic changes in the root or the stem, de-
composition of the morphological structure, fu-
sion between suffixes, between the suffix and the
stem or between the suffix and the inflection, so
that morpheme boundaries may become unclear.
We will illustrate this process by two examples.

1) There are two possible analyses of the
morpheme structure of imperfective verbs
formed with the imperfectivating suffix -sa-,
such as epebeam ‘to scoop’: epeb-eéa-m (root —
imperfectivating suffix — inflection marker), or
epe6-6-a-m (root — imperfectivating suffix — the-
matic vowel — inflection marker). Both interpre-
tations are possible (Ganeva, 2010: 135).

2) The words zemuwa "airports' and cvruwa
'dreams’ seem to have the same derivational
model. In fact, they have different morpheme
structure: zem-uw-a (root — suffix for location —
inflection marker for plural) and cvu-uwya (root —
inflection marker for plural). The paradigm of
the second word is formed by analogy and was
subjected to stem decomposition.

Unlike suffixes, prefixes do not cause any
changes in the stem. Derivatives formed by pre-
fixation do not change their part-of-speech. Pre-
fixation is a typical means for verbal derivation
that involves change of verbal aspect, namely
perfectivation: nuwa 'to write-impf* — na-nuwa
'to write-pf'. Polyprefixation is characteristic for
Bulgarian, where every prefix modifies the se-

% The following abbreviations are used in the paper: ‘impf® -
imperfective verb; ‘pf* - perfective verb; ‘impf. t.” - imper-
fectivum tantum; pf. t. - perfectivum tantum; ‘f,” - feminine;
‘m’ - masculine; ‘n’ - neuter; 1p, 2p, 3p - first, second and
third person, respectively; sg - singular; pl — plural.
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mantics of the word: nuwa 'to write' - npe-nuwa
'to copy out' - do-npe-nuwa 'to copy out the rest'.

Both a prefix and a suffix can be attached to a
stem to form a derivative, as in soo-a 'water' —
noo-600-en 'under-water'.

4.3 Phonetic Alternations

Derivation in Bulgarian is sometimes accompa-
nied by phonetic changes that impede automatic
detection of derivatives. Phonetic alternations are
inherited from Old Bulgarian, and some of them
are regular and still functional in Modern Bulgar-
ian. Ablaut is a vowel alternation in the root that
reflects word class or grammatical category, as
in: us-6HMp-a-m 'to choose' — verb, imperfective;
uz-6Ep-a 'to choose' — verb, perfective; uz-6p-an
‘chosen’ — participle; uz-60p — noun. Umlaut is a
vowel alternation ['a]/[e] depending on the stress
and the vowel in the next syllable. It can express
number, as in: 6 ‘white-m,sg', 64r-a 'white-
fisg', 6An-o 'white-n,sqg' vs. 6En-u 'white-pl'.
Consonant alternations are due to historical pala-
talization and other phonetic laws. Some typical
consonant alternations are: k (k)/ts (y)/tch (u) —
yoeeK 'man', woseUe 'man-vocative', uoeellu
'men'; ¢t (m)/sht (w) — ceeTs 'shine', ceell]
‘candle’; d (0)/zhd (3c0) — oepalla 'enclosure’,
oepaK/lam ‘enclose’.

Some of the phonetic alternations have a
grammatical value, but they are not considered
derivational means.

4.4 Derivation vs. Inflection

In Bulgarian, inflection marks verbs for person,
number, tense, voice, and mood, and nominal
word classes — for gender and person (and case
for pronouns). Inflection markers usually stand at
the end of the word, after the derivational suf-
fix(es), with the exception of some old word
forms where an inflection may appear within the
word (m-0-sa 'this-n,sg’), and before the definite
article in nominal word forms (ocen-H-me 'the
women’). In our work, inflection markers are not
taken into account as they affect only word forms
and have grammatical meaning, in contrast to
derivational affixes. Still, there are several
grammatical suffixes in Bulgarian that have a
contradictory interpretation.

Thematic vowels in Bulgarian are inherited
from Proto-Slavic, and were further subjected to
complex diachronic modifications. In Modern
Bulgarian, thematic vowels are considered classi-
ficatory suffixes showing a verb conjugation
and/or tense. Unlike derivational suffixes, they



do not have any semantic content, but are in-
volved in the derivation of verbs from nouns or
adjectives, e.g., mwvka 'pain’ — wvuMw 'to tor-
ment-2p,sg'3, uepsen 'red' — uepsenEe 'to redden-
3p,sg’. Bulgarian linguistic literature defines this
mode of derivation as paradigmatic (see Section
4.1).

Verbal aspect in Bulgarian has two opposed
interpretations: 1) aspectual pairs are grammati-
cal forms of the same word; or 2) they are sepa-
rate words as they show difference in meaning,
verb frame, inflection type, and usage (Koeva,
2008: 363). We follow the second interpretation,
i.e., to define aspect suffixes as derivational.

Participles are not explicitly classified for
part-of-speech. As non-finite verb forms, they
are traditionally considered a part of the verb
paradigm, but their morphological formants are
defined as derivational and not inflectional suf-
fixes, as in xoou-JI 'walked' where -z is a deriva-
tion suffix for aorist active participle with a zero
inflection for masculine (for details on the
grammar of the contemporary Bulgarian literary
language, cf. Gramatika na savremenniya balgar-
ski knizhoven ezik. T. 2 Morfologiya., 1982).

5 Automatic ldentification of Deriva-
tional Relations in BulNet

For automatic detection of derivational relations
in BulNet, we employ the applicable information
encoded in PWN. The method applied does not
require any additional language resources, such
as dictionaries or lists of affixes. The first step is
to query for pairs of synsets linked via a mor-
phosemantic relation in PWN. If a given pair of
synsets has a corresponding pair in BulNet, we
search for a pair of literals in the corresponding
synsets with similar representation, and add a
derivational relation to the literals found.

Two literals are similar if at least one of the
following conditions holds:
1. One of the literals is included into the other,
i.e., is substring of it. They are similar by inclu-
sion.
2. The two literals in a pair have a long enough
common prefix (as a string of symbols in the be-
ginning of the word form). Its length has to be at
least half the length of the shorter literal. There-
fore, they are defined as similar by prefix.

3. The two literals have a Levenshtein dis-
tance smaller than a given value. The value is

® Thematic vowels are not visible in 1p, sg, present tense of
verbs, so examples are in 2p and 3p.
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calculated as the minimum number of: the length
of the first literal, the length of the second literal;
the absolute value of difference of the lengths of
the two literals + a constant tolerance (2).

After calculating the similarity, we identify
the differences between the words (literals) de-
fined as relations: prefix, suffix, and conversion.
If the literals match, the pair receives the relation
conversion. If the two literals in the pair have the
same beginning (defined as a string of symbols
in the beginning of the word), the relation prefix
cannot be attached. If the two literals have the
same ending, the label suffix is excluded. If a
relation of the type prefix, suffix, and conversion
is not found, we compare the lengths of the
common strings at the beginning and at the end.
If the beginning is greater, we assign a suffix re-
lation. A prefix relation is assigned if the ending
is greater.

After the automatic assignment of derivation-
al relations, manual validation was performed on
all pairs found and annotation conventions were
adopted in order to assure uniform and consistent
approach to the morphological patterns in Bul-
garian. We introduced two additional derivation-
al relations — deriv (unspecified derivation) and
noun_suffix/verb_suffix (substitution) to reflect
specific processes and patterns (see section 6).
Derivational relations were automatically as-
signed to literals denoting both members of the
aspectual verb pairs, e.g., [npemaxeane:3] 'dis-
posal' received without suffix relation to both
[npemaxsam:3] ‘to dispose-impf’ and
[npemaxna:3] ‘to dispose-pf”. However, the di-
rect derivational relation links it only to the im-
perfective verb (npemaxsa-m > npemaxsa-ne), so
we remove the automatically assigned relation to
the perfective verb. In the next section, we dis-
cuss the annotation conventions adopted.

6 Conventions for Annotation of Deri-
vational Relations in BulNet

Literals pertaining to different synsets are deriva-
tionally linked via three asymmetrical (suf-
fix/without_suffix, prefix/without_prefix,
noun_suffix/verb_suffix) and two symmetrical
(conversion, deriv) derivational relations at-
tached to the literals. Synsets which contain these
literals are linked via (morpho)semantic relations
transferred from PWN. Numbers about the anno-
tated literals are given in Table 2.



Derivational relation Count
suffix/without_suffix 2,352
noun_suffix/verb_suffix 296
prefix/without_prefix 241
conversion 177
deriv 21

Table 2: Number of literals with a derivational
relation assigned

Literals in BulNet can be linked via more than
one derivational relations reflecting different pat-
terns. Our aim is to find and represent the highly
productive derivational patterns in order to trace
other words that exhibit them and can be linked
through respective (morpho)semantic relations
(and assigned semantic labels). The noun literals
are derivationally linked to one of the verb liter-
als in a synset that contains both members of an
aspect verb pair. If two literals in a synset are
linked via a direct derivational relation, we do
not assign an indirect one (although it may be a
member of the corresponding synset). For in-
stance, the noun [spvwane:6] ‘return’ is linked
to the verb [epwwam ce:1] ‘to return’, and the
noun with the prefix sa- — [3aepwvwane:3] ‘re-
turn’ is linked to the verb [3aspwvwam ce:1] ‘to
return’ (respective literals are members of the
same synsets — a noun and a verb one, respec-
tively). However, there may be not a direct link,
and we may link the two literals via an indirect
derivational relation — we can observe further
which pattern is more productive. The labels of
derivational relations assigned do not reflect the
real direction of the derivation. In the subsec-
tions, we will discuss the types of derivational
relations assigned to verb-noun pairs.

6.1 Suffixation: suffix/without suffix

The derivational relation suffix/without_suffix is
asymmetrical and marks suffixation (when a suf-
fix or a combination of suffixes are used to gen-
erate new words) and suffix removal, respective-
ly, as in [naysam:I] 'to swim' [ [naysane:I]
'swimming' where the deverbal noun suffix -xe is
attached to the stem of the verb naysa- (- is the
inflection marker for 1p, sg, present form of the
verb).

In BulNet, verbs are classified as imperfec-
tive, perfective, bi-aspectual, imperfectiva tan-
tum, and perfectiva tantum (Koeva, 2008).
Though verbs in aspect pairs are members of one
synset, they express difference in meaning, and

form different derivatives®. Deverbal nouns with
suffix -ne are derived from the imperfective stem
and usually denote a process. Nouns ending in -
ne are derivationally linked to the literals of im-
perfective verbs. Deverbal nouns formed with
the suffix -nue are derived from the aorist stem,
usually denote a result of an action, and can be
derivationally linked to perfective or imperfec-
tive verbs. The synset  {muepayus:l,
muepupane: 1, npeceneane:l, npecenenue:l} —
{migration:1} 'the movement of persons from
one country or locality to another' is linked as
event to the synset {mpecersam ce:2, npecensn
ce:2, muepupam:l, pazceneam ce:1} — {mi-
grate:1, transmigrate:1} 'move from one country
or region to another and settle there'. Literals are
derivationally linked as follows:

{npecensam ce:2, npecensn ce:2, muepupam:l,
pascensam ce: 1}
has_event: {mucpayusn:i, muepupane:l, npe-
censane: 1, npecenenue: 1}
[npecensam ce:2]
Inote: impf.
suffix: [npecensane: 1]
[npecens ce:2]
Inote: pf.
suffix: [npecenenue: 1]
[Muepupam:1]
Inote: impf. and pf.
suffix: [muepupane: 1]
noun_suffix: [muepayus: 1]

A -nue noun can be derivationally linked to
imperfectiva  tantum  verbs, such as:
[mwvaxysam:2] — [interpret:3] 'give an interpreta-
tion or explanation to' and [mwakyeanue:1] and
[mwvaxysane:2] (belonging to the same synset) —
[interpretation:3] 'a mental representation of the
meaning or significance of something'.

In Bulgarian, participles can have both verbal
interpretation (as in passive voice) and nominal
one. If a participle is substantivised, i.e., is a
member of a noun synset, and this synset is
linked via a (morpho)semantic relation to a verb
synset, the participle may receive a derivational
relation. Pazismo and paznsno 'spilled' are both
passive participles of the verb pasres 'to spill'.
Thus, {pazramo:1, pasnano:1} — {spill:1} 'liquid
that is spilled' is an event of {pazusam:I,

* The aspect pairs are introduced in one and the same synset
(the aspect is mentioned in an Inote) to keep the symmetry
with PWN. However, as this representation is not sufficient,
they are to be split into separate synsets subordinate to the
same immediate hypernym (Koeva, 2008: 363).
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pasznesa:l, uznueam:4, uznesa:4, pazcungam:4,
pascuns:4, uscuneam:1, uscuns:l} — {spill:7,
slop:2, splatter:2} 'cause or allow (a liquid sub-
stance) to run or flow from a container' that have
the following derivational relations:

[paznes: 1]
Inote: pf.
suffix: [pasnano: 1]
suffix: [pasnamo: 1]

The -ue and -nue patterns are among the most
productive. Most -re and -uue nouns in BulNet
are members of synsets linked to the verbs via an
event (morpho)semantic relation (1,207 of the
synsets with -ne nouns, and 448 with -nue
nouns). 57 of the synsets containing -uue nouns
and 43 of the -#e nouns are linked to the verbs
via result semantic relation. The state relation
connects 42 of the synsets with -re nouns and 67
of the synsets of -nue nouns.

In order to find productive derivational pat-
terns in Bulgarian, we mark derivational rela-
tions on literals that are indirectly related to the
derivative (derived by another member of the
chain) and show a pattern containing more than
one suffix. The noun [rosaunuya:1] ‘forge' is
linked as location and via suffix to [kosea:2] 'to
forge' although xosaunuya is derived via xosau
‘blacksmith' (PWN shows no derivational or
(morpho)semantic relation between [forge:5] and
[blacksmith:1]). The semantic relation between
koea and xosaunuya is derivationally motivated
— forge is a location where a blacksmith forges.
The derivation path (verb + suffix for agent +
suffix for location) may be applied to find other
pairs with similar morphosemantic relation, as in
mvka ‘to weave’ — mwkau ‘weaver’
muKkaunuya ‘weaving workshop’.

6.2 Substitution: noun_suffix/verb_suffix

The relation noun_suffix/verb_suffix is asymmet-
rical and marks a suffix on both members of the
pair, as in [akomnanupam:1] 'to accompany' and
[axomnanumenm: 1] 'accompaniment’ — the suffix
on the verb is -upa- and the noun suffix is
-(u)menm. The derivation process involves two
operations — removing a verb suffix and adding a
noun suffix to form a noun and vice versa.

A literal can have several derivatives pertain-
ing to the same or different synsets, as in
[enunupam:1] — [epilate:1] ‘remove body hair'
linked via suffix relation to [enurupane: 1] — [epi-
lation:1], and via noun_suffix relation to
[enunayus: 1] — both are event members of the

115

synset {enunupane: 1, enunayus: 1,
Oenunupane: 1, oenurayusa:l, obeskocmasane:l}
— {epilation:1, depilation:1} 'the act of removing
hair (as from an animal skin); and via
noun_suffix relation to material [enuramop.1] —
[epilator:1] of the synset {oenuramop.l,
oenunamoap:1, enunamop:1} — {depilatory:2,
depilator:1, epilator:1} 'a cosmetic for tempo-
rary removal of undesired hair'.

6.3 Prefixation: prefix/without_prefix

Another asymmetrical relation marks prefixation
and prefix removal. In Bulgarian, prefixation
does not change the part-of-speech, so adding or
removing a prefix in noun-verb pairs is always
accompanied by attachment of a thematic vowel
to form a verb and its removal to form a noun,
e.g., [sasummsa:l] ‘to screw’ without_prefix
[6urm:1] ‘screw’. As thematic vowels do not
have any semantic content, their attachment or
removal is not explicitly annotated.

The relation prefix/without_prefix can be
combined  with  suffix/without_suffix  or
noun_suffix/verb_suffix when the suffix has a
lexical content as in ewopworca 't0 arm' vs.
opvorcue ‘armament’ where the verb is derived via
prefixation (prefix 6»-) and the noun is derived
via suffixation (suffix -ue). Thus, the synset
{evopworca: 1, evopvorcasam:1} — {arm:2} is re-
lated via the (morpho)semantic relation uses with
the synset fopworcue:l, evopwocenue:1} — {ar-
mament:2}, and the the literal [opworcue: 1] is der-
ivationally related to [ewopworca: 1] via the rela-
tions prefix and without_suffix.

{opvorcue: 1, svopvorcenue: 1}
is_used_to: {ewvopworca: 1, svopwvorcasam.: 1}
[opvorcue: 1]

prefix: [6voprvorca: 1]

without_suffix: [eévopworca: 1]

Derivationally related verb-noun pairs via pre-
fixation are much rarer — 241 instances (2,352 of
suffixation).

6.4 Conversion

The symmetrical relation conversion (marked on
both literals of the pair) annotates zero-
suffixation, as in [euxam: 1] 'to cry' and [sux: ] 'a
cry' — the thematic vowel -a- and the inflectional
suffix for 1p, sg, present tense -u are removed
and no derivational suffix is added to generate
the noun. The reverse process of adding a the-
matic vowel and an inflection marker to form a
verb, is also marked as conversion, e.g.,



[nocpeonuua: 1] ‘to mediate’ is derived by con-

version from [nocpeonux: 1] ‘mediator’.
Derivational relations may link literals of the

same synset to literal from different synsets:

{mvorca: 1, mveyeam:2, acansa: 1} — {sorrow:1,
grieve:1} 'feel grief'
has_state: {mwea:1, neuan:2, ynunue:l} —
{sorrow:5, sadness:3, sorrowfulness:2} 'the
state of being sad'
has_event: {orcan: 1, mvra:3, nevan:1} — {sor-
row:3} ‘'an emotion of great sadness associated
with loss or bereavement’
[mworca: 1]
Inote: impf. t.
conversion: [mwvea. 1]
[orcans: 1]
Inote: impf. t.
conversion: [orcan: 1]

6.5 Not Otherwise Specified: deriv

The symmetrical relation deriv (derivative)
marks both members of the pair if a derivational
pattern is unclear, as in [nomoecna: 1] 'to help-pf' /
[nomazam: 1] 'to help-impf' and [romow: 1] 'help’
— historically, nomow is a deverbal noun but the
derivation is not transparent in modern Bulgari-
an.

We do not expect literals with a deriv relation
to show evidence for any productive pattern.

7 Conclusion and Future Work

In this paper, we presented the first results of an
approach for introduction of derivational rela-
tions into the Bulgarian wordnet. We discussed
the specifics of the Bulgarian morphology to
support the conventions adopted for annotation
of derivational patterns in Bulgarian. We identi-
fied (automatically) and annotated (through au-
tomatic identification and assignment of deriva-
tional labels with manual validation and modifi-
cation afterwards) a set of noun-verb pairs in the
Bulgarian wordnet.

The work on annotation allows for an obser-
vation on derivational patterns that can be used
to improve the process of automatic identifica-
tion and assignment of relations (derivational and
(morpho)semantic ones). For instance, the nouns
with suffix -(a/u)yus denote: event (312 instanc-
es), result (46), means (28), state (17), undergoer
(17), uses (16), agent (5).

The annotation will allow us to enrich the
Bulgarian wordnet with new relations. In addi-
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tion, we can easily identify synsets that have not
been created yet.

In the next stages of the experiment, we plan
to rerun the automatic identification of deriva-
tional relations exploiting the newly specified
relations/conventions. We can automatically de-
tect derivational pairs using the patterns identi-
fied and link them with semantic relations. Au-
tomatic assignment of (morpho)semantic rela-
tions is also a potential direction to be exploited.
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Abstract

Here, we investigate non-lexicalized synsets
found in the Hungarian wordnet, and compare
them to the English one, in the context of
wordnet building principles. We propose some
strategies that may be used to overcome diffi-
culties concerning non-lexicalized synsets in
wordnets constructed using the expand meth-
od. It is shown that the merge model could al-
so have been applied to Hungarian, and with
the help of the above-mentioned strategies, a
wordnet based on the expand model can be
transformed into a wordnet similar to that con-
structed with the merge model.

1 Introduction

Wordnets are lexical databases in which words
are organized into clusters based on their mean-
ings, and they are linked to each other through
different semantic and lexical relations, yielding
a conceptual hierarchy (i.e. lexical ontology) of
words. Originally, they were designed to show
how linguistic knowledge is organized within the
human mind (Miller et al., 1990). Multilinguality
is also an important aspect in the creation of
wordnets: builders of new wordnets usually map
their synsets to those representing the same con-
cept in Princeton WordNet (PWN).

However, there is no perfect mapping between
two languages at the conceptual level and the
lexical level. In this article, we would like to
compare the wordnets built for Hungarian and
English and we will discuss problems and possi-
ble solutions concerning discrepancies in the way
the two languages name certain concepts in the
context of wordnet-building methods and princi-
ples. First, the wordnets we study are briefly pre-
sented, then the notions of non-lexicalized and
technical non-lexicalized synsets are illustrated
with concrete examples. We suggest some ways
of eliminating non-lexicalized synsets from
wordnets, and we also show how a Hungarian
tree can be built without relying on the English
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tree. Lastly, we argue that although a wordnet
that seeks to represent the hierarchy of the given
language should not contain non-lexicalized el-
ements, they can prove useful in fields of re-
search such as psycholinguistics, ethnography
and contrastive linguistics.

2 Related Work

The first wordnet was created for the English
language at Princeton University, so it is called
the Princeton WordNet (Fellbaum, 1998). It is
now the largest lexical database of the English
language, and it can be readily adapted to various
computational applications. Princeton WordNet
3.0 contains about 155,000 words in approxi-
mately 117,000 synsets.

Since then, other wordnets have been created
and developed for different languages. Eu-
rowordNet is a multilingual project, where
synsets for Dutch, Italian, Spanish, German,
French, Czech and Estonian are included in the
database (Alonge et al., 1998). The BalkaNet
project sought to extend EuroWordNet with lexi-
cal databases created for languages of the Balkan
Peninsula, namely Bulgarian, Greek, Turkish,
Serbian and Romanian (Tufis, 2004; Tufis et al.,
2004). Other languages for which wordnets have
been developed include Arabic, Croatian, Chi-
nese, Danish, Slovene, Polish, Russian, Persian,
Hindi, Tulu, Dravidian, Tamil, Telugu, Sanskrit,
Assamese, Filipino, Gujarati, Nepali (Tanécs et
al., 2008; Bhattacharyya et al., 2010; Fellbaum
and Vossen, 2012).

Typically, there are two major approaches to
wordnet construction (Vossen, 1998). The first
approach (merge model) starts by constructing a
wordnet from scratch (or by using dictionaries
and other resources developed for the language)
and then the newly created synsets are linked to
synsets of another language (most typically Eng-
lish). The second approach (expand model) starts
by selecting a subset of the PWN synsets and
then they are transformed into synsets of the tar-
get language, preserving relations between
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synsets. Wordnets created in this way inevitably
reflect lexicalization of the given language to a
lesser degree; however, it is known that the
nodes in PWN form a network, the rendering of
which into the given language may be unnatural,
forced and this may result in further difficulties
concerning multilingual applications (Raffaelli et
al., 2008). The merge model was used for most
languages in the EuroWordNet project (Alonge
et al., 1998), whereas the expand model was used
for Spanish, Hungarian and some other lan-
guages.

Now, languages do not overlap completely:
due to the differences in culture, traditions and
lifestyle, languages have concepts, words charac-
teristic of the given language alone. They can
only have approximate equivalents and cannot be
translated using a single word (Derwojedowa et
al., 2008), i.e. they cannot be lexicalized.

Lexicalization is defined in the following way
(Lipka, 1992: 107): “the process by which com-
plex lexemes tend to become a single unit with a
specific content, through frequent use. In this
process, they lose their nature as a syntagma, or
combination, to a greater or lesser extent.” Thus,
lexicalization can be regarded as a process that is
gradual, similar to the scalar view of productivity
(Jackendoff, 2010). Thus, there are lexicalized
items in the language, there are non-lexicalized
ones and there are borderline cases in between.

For non-lexicalized concepts, artificial nodes
may be introduced in wordnets so as to have a
better organized structure (Fellbaum, 1998). The
original PWN also contains a few such items,
e.g. bad person. However, there are wordnets
which contain only lexicalized concepts of a lan-
guage and no non-lexicalized synsets are includ-
ed. For instance, the Dutch wordnet does not in-
clude artificial synsets, producing a much flatter
hierarchy (Vossen, 1998). Despite this, the crea-
tors of the Basque wordnet tried to include as
many non-lexicalized multiword expressions as
possible (Agirre et al., 2006). They differentiate
between conceptual level imbalances and expres-
sion level imbalances, similar to VVossen (1999),
who distinguishes cultural gaps and pragmatic
gaps. The Basque wordnet, which was also built
following the expand model, explicitly codes
these non-lexicalized synsets (Pociello et al.,
2011).

The Hungarian WordNet (HUWN) was devel-
oped by the Research Institute for Linguistics of
the Hungarian Academy of Sciences, the De-
partment of Informatics of the University of Sze-
ged, and MorphoLogic Ltd. in a 3-year project
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(Alexin et al., 2006; Mihéltz et al., 2008). As a
result, HUWN now contains over 40,000 synsets,
out of which 2,000 synsets form part of a busi-
ness subontology. Here, Princeton WordNet 2.0
served as a basis for the construction of HUWN,
i.e. the expand model was adhered to. More pre-
cisely, synsets belonging to the BalkaNet Con-
cept Set were selected from PWN 2.0 and then
translated into Hungarian. These were then man-
ually edited, corrected and extended with other
synonyms using the VisDic editor. The set of
concepts to be included in HUWN were expand-
ed concentrically later on. That is, descendants of
the existing synsets were treated as synset candi-
dates. The final decision on their status (whether
they should be included or excluded) was influ-
enced by several factors such as the frequency of
the concept and its presence in other WordNets
(Mihéltz et al., 2008).

In this paper, we examine what the effects of
the expand model are on the quality of the Hun-
garian WordNet. We investigate the types of
non-lexicalized synsets and we propose some
strategies that may be used to overcome difficul-
ties concerning non-lexicalized synsets in word-
nets constructed using the expand method.

3 Non-Lexicalized Synsets

At its inception, developers of the Hungarian
wordnet decided that the so-called expand meth-
od should be used. This implies that HUWN in-
herited the hierarchy of PWN. The nominal and
adjectival parts' of HUWN were built according
to the following method: nodes in PWN were
automatically correlated with Hungarian synsets
and their relations were adopted; the basic strate-
gy was to attach Hungarian entries of a bilingual
English-Hungarian dictionary to the nomi-
nal/adjectival synsets of PrincetonWordNet.

In order not to have “holes” in the constructed
tree (that is, in order for the English and Hungar-
ian wordnets to overlap as much as possible),
developers had to find a good way of handling
such synsets. To indicate that such synsets do not
exist (at the word level) in the lexicon of the giv-
en language, i.e. they have not become lexical-
ized, the non-lex label was introduced. Now, we
will give the criteria for a synset to be non-
lexicalized. First, it may be that no such concept
exists in the given language (especially due to
cultural differences). Second, the concept may be

! The verbal part of HUWN was constructed in a different
way (cf. Kuti et al., 2008), so we did not consider verbs in
our study.



expressed by productive and compositional con-
structions (e.g. with adjective + noun combina-
tions), i.e. there is no way of expressing it using
a single word or a multiword expression. Third,
the concept may be an umbrella term for several
single-word concepts, thus, in the other language
it may only be expressed by a list. Fourth, there
seemed to be inconsistencies or erroneous defini-
tions and hypernym relations in PWN, which the
builders of the Hungarian wordnet did not want
to follow and they marked the problematic synset
with the non-lex label.

Some statistics on non-lex synsets in HUWN
are presented in Table 1. It can be seen that for
the whole body of HUWN every twentieth synset
is non-lexicalized and for the basic concept set
(BCSHu) it is every twelfth synset. Hence, the
problem is not negligible and it is worth examin-
ing in detail what types of nonlex synsets exist
and how they can be eliminated.

| HUWN | BCSHu

Synsets 42,292 8446
Non-lexicalized 1,999 463
Technical non-lexicalized 454 271
% of (t)non-lex synsets 5.799 8.69

Table 1: (Technical) non-lex synsets in HUWN.

3.1 Types of Non-Lex Synsets

Non-lex synsets found in HUWN can be classi-
fied into six main groups, which are presented
below.

Culturally Determined Concepts. Culturally
determined concepts are related to differences in
culture, lifestyle or geographical background.
Since the American and Hungarian cultures,
(folk) traditions and backgrounds are quite dif-
ferent, there are concepts which not always have
verbatim equivalents in the other language. In
case they have, they may not reflect the feelings
and moods they evoke, that is, what comes to a
person‘s mind when he hears them may differ in
the two cultures (cf. Zidoum, 2008). Here we
provide two examples:

maglyarakas ‘stake’ (in Hungarian, it refers to
a kind of confectionery, which is not associated
with the English word stake).

Sassenach — a Scot’s term for an English per-
son, where connotations of the original word
cannot be mirrored in Hungarian.

Culturally determined concepts are called con-
ceptual level imbalances in the Basque wordnet
(Pociello et al., 2011).
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Geographical background mostly determines
the named entities included in wordnets. For in-
stance, most Hungarian speakers are not familiar
with Milk River:1 or White River:1, thus their
inclusion would be questionable in the Hungari-
an wordnet. However, some of them are included
in HUWN due to the expand method applied, but
they are classed as non-lex.

Split Concepts. Another group of non-lex
synsets includes elements that simply have no
counterpart in the given language. Very often,
certain umbrella terms belonging to this category
can only be expressed in the other language by
using a paraphrase or supplying a list. For in-
stance, cycling:1 is used for both riding bicycles
and motorcycles, which are separate lexical units
in Hungarian.

Words with a Negative Prefix. Another basic
example of non-lex synsets is that of adjec-
tives/nouns formed with negative prefixes such
as non-, in- and un-. Apart from a couple of cas-
es, in Hungarian, the negated version of such
lexical units is produced with a negative adverb
and they together do not constitute a lexicalized
synset. Examples of non-lex synsets in HUWN
formed with negative prefixes in PWN include
unattractive — nem vonz6, ill-timed — rosszul
idozitett and incongruity — meg nem egyezés,
where the HUWnN synsets are marked as non-
lexicalized.

Adjective + Noun Constructions. Some con-
cepts in PWN are expressed with adjective +
noun constructions in Hungarian, which cannot
be regarded as lexicalized units since they are
productive and their meaning is totally composi-
tional. For instance, words denoting nationalities
(skot “Scottish’, angol ‘English’, magyar ‘Hun-
garian’ etc.) in Hungarian have a peculiar feature
that although there is no distinction of gender in
the nominal and pronominal system at the mor-
phological and syntactic levels, when using these
words we first and foremost mean a male person
of a nation: e.g. Scotsman:1 was annotated skot
(a Scottish male person). Their female counter-
part is usually formed by adding an extra noun,
né ‘woman’. The two words skét nd ‘Scottish
woman’ when combined, however, are regarded
as a productive construction (of adjective +
noun) and not as a multiword expression, which
is a prerequisite for Hungarian adjective + noun
constructions to be admitted into HUWN as valid
synsets, and hence skoét né is a non-lexicalized
synset paired with Scotswoman:1, Scotchwom-
an:1.



Linguistic Differences. Sometimes non-
lexicalized synsets arise due to the ways a con-
cept can be expressed. In the case of people:1 —
(embercsoport), it can be expressed by a suffix in
Hungarian: the English phrase 200 people can
translated as ketszazan two.hundred-ESSIVE
into Hungarian, which means that a suffix denot-
ing the essive grammatical case is attached to the
number, and the suffix corresponds to the Eng-
lish noun.

Technical Terms. Over the course of time,
some non-lexicalized concepts may become lexi-
calized. One typical domain is technology, where
such concepts are spreading worldwide at an ev-
er accelerating rate. A few years ago, when
HUWN was being constructed, RV (recreational
vehicle) for instance was tagged non-lex, which,
now, could be accepted as a fully acknowledged
lexicalized synset.

3.2 Technical Non-Lexicalized Synsets

During the construction, it frequently happened
that two English synsets in hierarchical relation
had a single Hungarian equivalent; the two con-
cepts are distinct at the conceptual level only. At
the lexical level, however, it is impossible to find
two distinct words for them. In other cases, it
was not possible to find an equivalent for the
word with the same part of speech. Technical
non-lexicalized (t non-lex) tags are applied in the
following cases: (1) identical literals in hyper-
nym-hyponym relation; (2) identical literal in a
similar_to relation; (3) POS difference, which
are all illustrated below.

Identical Literals in Hypernymy Relation.
The first case of technically non-lexicalized tag-
ging in HUWN is when there are two identical
literals in synsets in hypernym relation. This
phenomenon is called autohyponimy in Cruse
(2000). The developers of HUWN wanted to
avoid such redundancies in the trees and, as a
convention, they eliminated the overlapping lit-
eral from one of the synsets.

Due to entailment, a concept can be replaced
by its hypernym: if a greyhound barks, then it
entails that a dog barks. So it seemed reasonable
to apply this axiom in HUWN building, i.e. to not
repeat the hypernym in the hyponym synset.
Here is an example (the numbers denoting levels
of hierarchy):

1 cube:5
2 dice:1

kocka:3
dobdkocka:1
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In this case, due to the above-mentioned con-
vention of having to delete the identical literal in
the hyponym synset, kocka has been excluded,
leaving only dobdkocka as a hyponym. Thus,
there is no need to mark the hyponym synset as
technically non-lexicalized since there is another
literal which does not coincide with the hyper-
nym.
In cases where the hyponym synset consists of
only one literal, coinciding with its hypernym,
the hyponym synset is marked t non-lex:

1 safety:1
2 security:1

biztonsag:1
biztonsag:0

In Hungarian, there is no separate lexical item
for safety and security, these being roughly
equivalent to biztonsag. In this way, the hypo-
nym synset should be marked as t non-lex.

Identical Literals in Focal-Satellite Synsets.
In the case of the adjectival part of the ontology,
the t non-lex label was also employed. Since its
construction is based on antonym-pairs and the
associated, synonymous “satellite” synsets, it
may well be that while distinct words in English
are used to express the concept belonging to the
focal and the satellite synsets, in Hungarian, the
same word occurs in both positions. Yet, the
conventions of wordnet building require that the
focal and the satellite synsets should contain no
identical literals (cf. identity of hypernym and
hyponym). Consequently, again, the course to be
followed is that the focal synset remains lexical-
ized and the more specific, satellite synset gets
the t non-lex label. For example, {wide:1;
broad:1}’s “satellite” synset is {heavy:5;
thick:5}, but in Hungarian széles corresponds to
both, therefore the focal synset will be
{széles:2}, and the satellite synset {széles:0}.

Different Parts of Speech. Sometimes the
target language equivalent of a synset does not
share its part of speech with the source language
word although it can be classified as one of the
four parts of speech used in wordnets. For in-
stance, the English word afraid is an adjective,
but its Hungarian counterpart fél is a verb. In
such cases, we made use of the relation
eqg_xpos_synonym, which designates synonymy
among different parts of speech: here it relates fél
and the Hungarian adjectival synset correspond-
ing to afraid, which is marked as t non-lex.



4 \Wordnet Errors Related to Non-
Lexicalized Synsets

Now we present some of the problematic synsets
from PWN and HuWN along with their solu-
tions.

4.1 Problemsin the Tree

In certain cases, there is an incongruence be-
tween a synset and its hypernym. For instance,
location:1 in PWN is defined as a point or extent
in space; one of its hyponyms is bilocation:1
with the definition of the ability (said of certain
Roman Catholic saints) to exist simultaneously in
two locations (unique beginner synset: entity:1).
To our mind, this relation is invalid as their defi-
nitions are incompatible and only seem to make a
formal hyper-hyponym pair. Instead, bilocation
should be linked to ability:2, pow-
er:3/képesség:2 on the basis of the definition
given in PWN, or it could be also linked to phe-
nomenon:1l/jelenség:1. If the structure of PWN
is to be preserved in HUWN, this synset should
be marked as non-lex and a new synset should be
created under the correct hypernym (képesség:2
or jelenség:1).

4.2 Lexicalized Synsets Marked as Non-Lex

In our opinion, in certain cases the annotators of
HUWN made some mistakes. For instance, la-
bor:1 is now a non-lex synset but it should have
been classed as a full-fledged lexicalized synset,
a multiword expression fizikai munka ‘physical
work’. Similarly, we think that seating:1, area:1
should have been included as Uldhely ‘seat’.

4.3 Non-Lexicalized Synsets Marked as
Lexicalized

An interesting example of non-lex synsets is bow
and arrow:1/ij és nyilvesszo:1. In our view, the
synset was incorrectly tagged lexicalized as —
though the two parts make up a single weapon —
the projector (bow) and the projectile (arrow) do
not form a lexicalized phrase in Hungarian.

Attempts to find a Hungarian equivalent for
PWN synsets sometimes led to such completely
non-existent (although possible) synsets in Hun-
garian as fuvoeszkoz:1 (blower:1).

5 Eliminating Non-Lex Problems

The large number of non-lexicalized synsets in
the Hungarian wordnet raises questions concern-
ing the (organizing) principles of the Hungarian
wordnet. Non-lex synsets — strictly speaking —
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are not part of the given language, and wordnets
including many non-lexicalized items can hardly
be regarded as reflecting the concepts of the giv-
en language. In order to overcome these prob-
lems, we propose to minimize the number of
non-lexicalized synsets with the help of four
strategies, which are presented below.

5.1 Shortening the Tree

We suggest that non-lex synsets without any hy-
ponym should be deleted from the tree. As hy-
pernyms can substitute hyponyms in every con-
text (see Section 3.2.1), this strategy does not
undermine the expressibility of certain concepts.
This might be useful in the following trees:

1 freedom:1
2 liberty:1

szabadsag:1
(szabadsag)

There is no distinction made between the
senses of the PWN concepts in Hungarian, thus,
the lower non-lex synset should be deleted. This
solution may be applied to certain culture- or
geography-specific synsets as well. For instance,
it proved sufficient to include only the major riv-
ers of the United States in HUWN, as there was
no need to adapt all the rivers listed in PWN.

5.2  Flattening the Tree

Split concepts that can be paraphrased by giving
a list should simply be deleted from the tree and
all of their hyponyms can be attached to the hy-
pernym of the deleted synset. For instance, there
are two non-lex synsets in the following tree:

1 occupation:1, business:6, foglalkozas:1,

job:1, line of work:1, munka:3,
line:19 palya:6
2 profession:2 (foglalkozas)

3 learned profession:1
tudomany)
4 law:5, practice of law:1
medicine:3, practice of
medicine:1
theology:3

orvostudomany:1
hittudomany:1

The first non-lex synset corresponds to the
same lexical item as its hypernym in Hungarian,
S0 it is unnecessary to include the non-lex synset
in the Hungarian wordnet. The second non-lex
synset corresponds to an umbrella term in Eng-
lish, which has no proper Hungarian counterpart.
Instead, the following tree should reflect the real
conceptual hierarchy in Hungarian:

hivatés:2,

(jog, orvostan és hit-

jog:2, jogtudomany:1



1 foglalkozés:1,munka:3, hivatas:2, palya:6
2 jog:2, jogtudomany:1
orvostudomany:1
hittudomany:1

5.3

In certain cases, the reconstruction of the tree
may be the most effective. First of all, let us il-
lustrate the problem with two charts representing
the corresponding PWN and HUWN tree-sections
(Hungarian paraphrases are equivalent to PWN
definitions):

Restructuring the Tree

1 building:1  épdlet:1
2 place of (istentisztelet helye “place of
worship:1  worship”)
3 church:2 (keresztény templom “Chris-
tian church”)
temple:1 (nem  keresztény templom

“non-Christian church”)

In PWN, church:2 and temple:1 are hyponym
synsets of place of worship:1 at the same level
while, at present, they have no lexicalized coun-
terparts in the Hungarian wordnet. In order to
eliminate the three non-lexicalized synsets in
HUWN and to have lexicalized items there, we
propose a solution in which templom (meaning a
building for the worship of any deity or any reli-
gion in Hungarian, without distinguishing be-
tween a Christian or non-Christian place of wor-
ship) is placed in the hypernym position in paral-
lel with place of worship:1 and the two hypo-
nym synsets in PWN have no counterparts in the
Hungarian tree. All the original hyponyms of
church and temple can be linked under tem-
plom in Hungarian now.

1 building:1 épulet:1

2 place of worship:1  templom:1

3 church:2 )
temple:1 O]

5.4 Lexicalizing the Concept

In some cases, it happened that wordnet builders
had made an error and marked lexicalized con-
cepts as non-lex (see Section 4.2). In other cases
(see Section 3.1.6), certain concepts (mostly
from the technological domain) became lexical-
ized over time and now they are genuine mem-
bers of the Hungarian language. The non-lex la-
bel of these synsets should be deleted and the
synset should be treated as lexicalized, i.e.
providing the definition, usage and literals for it.
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6 Building
Trees

Independent  Hungarian

At the outset of the project, wordnet builders de-
cided to follow the expand model, which meant
that HUWN was largely built by simply translat-
ing PWN synsets and taking over its relations.
To test the validity of this decision, we experi-
mented with the merge model and we also built
trees that are truly representative of the structure
of the Hungarian language so as to compare
Hungarian and English trees.

Hence, we decided to build an independent
Hungarian tree from scratch and to examine if
we could find matches in HUWN and PWN.
First, we took a brand of the famous Hungarian
wine called Tokay aszu. The following chart il-
lustrates the newly constructed Hungarian and
the corresponding English tree from the top
down. [mX] denotes synsets that make perfect
matches in the independent Hungarian tree,
HuWn and PWN. At level 8, there are two rele-
vant concepts that are hyponyms of fehérbor.
Tokaji aszU at level 10 is a hyponym of both
aszubor and tokaji.

1 entités:1 [m7] entity

2 anyag:l [m6] substance

3 folyadék:2 | tap- [mb5] liquid| food
anyag:1

4 ital:l [m4] beverage

5 szeszesital:1 [m3] alcohol

6 bor:l [m2] wine

7  fehérbor:1 [m1] white wine

8  desszertbor | tokaji  dessert wine | Tokaji

9 aszubor aszu  wine (botrytized

wine)

10 tokaji aszl (hypo-
nym of tokaji too)

11 hatputtonyos tokaji
aszl

12 Oremus hatputto-
nyos tokaji aszu

aszu wine from Tokaj
Six-puttonyos Tokay aszu

Six-puttonyos Tokay aszu
from Oremus winery

Concepts at levels 9-12 cannot be found in
HUWN at all and have no corresponding synsets
in PWN either. The concepts at level 8 have no
corresponding synsets in HUWN, however, des-
szertbor has a lexical and conceptual counterpart
in PWN.

There seems to be a problem regarding the
concept tokaji in the above chart and the synset
Tokay in PWN. Tokaji in Hungarian (and in Eng-



lish language sources as well?) refers to all the
wines produced in the Tokaj district of North-
eastern Hungary. This concept does not seem to
have an equivalent in PWN: it certainly has no
formal equivalent and it cannot be decided what
the definition of the synset Tokay:1 (PWN defi-
nition: Hungarian wine made from Tokay
grapes) refers to exactly. To our mind, it seems
closer in meaning to Tokay aszu, which was
formerly known throughout the English-speaking
world as Tokay (Webster’s 1913). Thus, it seems
that the Hungarian concept, tokaji — which was
not included in HUWN — has no equivalent in
PWN.

Fehérbor (white wine) splits into desszertbor
(dessert wine) and tokaji (Tokaji) at level 8, only
to merge again at tokaji aszu (Tokay (aszu)), at
level 10. Aszubor (botrytized wine) at level 9 is a
non-existent synset in PWN.

The tree was built from scratch but it is quite
evident that — apart from the levels below 7 — it
matches perfectly the Hungarian wordnet: synset
numbers are actual sense numbers found in
HUWN. Ital:1 has two hypernyms, both merging
into the same hypernym at level 2. These facts
suggest that a merge model would also have been
applied in the construction of HUWN.

7 Discussion

Since languages and cultures differ from each
other, there are necessarily concepts that may be
lexicalized in one but not in the other and vice
versa. Non-lexicalized elements reflect either
conceptual or cultural differences between lan-
guages and hence can be used for checking the
similarities among languages. The Hungarian
wordnet — having been constructed according to
the expand model — in its present form contains a
relatively high number of non-lexicalized synsets
but should there be a revision, they might be de-
leted from the tree (either by shortening or flat-
tening the tree), the tree might be restructured, or
they might be lexicalized (if erroneously anno-
tated as non-lex). In this way, the Hungarian
wordnet would really reflect the hierarchy of the
Hungarian language.

Our experiments with building independent
Hungarian trees showed that it would also have
been viable to apply the merge model for word-
net building. Most of the synsets within the trees
can be linked to a corresponding English synset,
thus, interlinguality can also be assured as well.

2 http://en.wikipedia.org/wiki/Tokaji
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The results of our experiments also led us to
ask whether it was justifiable to include non-
lexicalized items in PWN. From a purely lexical
point of view, these concepts do not exist in the
language and so may be deleted from the hierar-
chy. The argument that should there be no good
person and bad person synsets in PWN, offender
and lover would be sisters, being the hyponyms
of person (Fellbaum 1998) can be refuted by
stating that this would not cause much difficulty
given that among the children of person, we can
already find synsets denoting positive concepts
(enjoyer), negative concepts (killer) and neutral
concepts (candidate). A second issue concerning
PWN is that although it was intended to model
the human mind, there are concepts that cannot
be found there: see the example of elder and
younger brothers and sisters, which are separate
lexical items in Hungarian, so they denote differ-
ent concepts and if the original plan had been
followed, they should occur in PWN too — at
least as non-lexicalized synsets. A third issue
with PWN is that no distinction is made between
lexicalized and non-lexicalized ones, i.e. no la-
bels like non-lex are used, which somewhat un-
dermines its usage as a dictionary. Although
PWN was intended to reflect the hierarchy of
concepts thought to be universal, it is very often
used as a traditional dictionary of lexical units
and hence it should be the case that lexicalized
and non-lexicalized concepts are distinguished.

In spite of this, we argue that the marking of
non-lex synsets can be profitable as well, espe-
cially in an interlingual context. Researchers
from different fields can exploit the benefits of
non-lex synsets. Psycholinguists might want to
compare the hierarchy of mental concepts of
speakers of different languages — with the help of
non-lex labels since differences are explicitly
marked in wordnets built using the expand meth-
od. Culture-specific non-lex synsets might be
used in ethnographic research. Non-lex synsets
associated with linguistic differences (e.g. nega-
tive prefixes) can contribute to theoretical lin-
guistic research and contrastive linguistics.

Based on the above points, we may conclude
that the usability of wordnets is greatly influ-
enced by the way they were constructed. Word-
nets based on the merge model match the lexical
hierarchy of the given language, so they can be
used as dictionaries as well and they do not in-
clude marked non-lexicalized synsets. Due to the
absence of non-lex synsets, matching them to
other languages is quite difficult and they can be
used for psycholinguistic comparative studies


http://en.wikipedia.org/wiki/Tokaji

only in a limited way. Wordnets based on the
expand model — such as HUWN — mainly follow
the conceptual hierarchy defined in PWN, and
contain a lot of non-lexicalized synsets. They can
be used for making interlingual or psycholinguis-
tic comparisons, but they reflect the structure of
the given language to a lesser degree. However,
with the strategies of deleting unnecessary non-
lex synsets and restructuring the tree, it is possi-
ble to eliminate some of the non-lexicalized
items and the wordnet based on the expand mod-
el may gradually converge to the one based on
the merge model, without involving the effort of
building a new wordnet from scratch.

8 Summary

In this study, we examined the precise effects of
the expand model on the quality of the Hungari-
an WordNet. We investigated the types of non-
lexicalized synsets and we proposed some strate-
gies — including deleting superfluous synsets and
reorganizing the trees — that may be used to
overcome difficulties concerning non-lexicalized
synsets in wordnets constructed with the expand
method. We also presented an independent Hun-
garian tree — built to reflect Hungarian hierarchy
and concepts — to see whether we could find
matches with HUWN and PWN. It was shown
that the merge model could also have been ap-
plied to Hungarian, and with the help of the
above-mentioned strategies, a wordnet based on
the expand model can be transformed to a word-
net similar to the one constructed with the merge
model, which would reflect the conceptual hier-
archy of Hungarian better. As the way of con-
struction strongly influences the usability of
wordnets, this latter version can be primarily
used in intralingual research that focuses on
Hungarian. Still, marked non-lexicalized ele-
ments could prove useful in different fields of
research such as psycholinguistics, ethnography
and contrastive linguistics. Hence, the originally
published version based on the expand model
can be also utilized in different fields of research.
In the future, we would like to modify the
Hungarian wordnet and by eliminating superflu-
ous non-lexicalized items, we would like to de-
velop a wordnet that really takes into account the
Hungarian way of lexicalizing mental concepts.
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Abstract

In this paper we present three lexical re-
sources for Serbian that are crucial for the
development of applications in the culi-
nary domain based on natural language
processing. The first two of them —
Serbian WordNet and morphological e-
dictionaries — have already been in devel-
opment for some time, while the third one
— a corpus of culinary recipes -— has been
developed specifically for this purpose. In
this paper, we present how we use each of
these resources to correct and enlarge the
other two. We use various automatic pro-
cedures, but manually check all the results.

1 Introduction and Motivation

In recent years, linguistic processing of culinary
content has become increasingly popular. One of
the main reasons for this is the emergence of a
large amount of content related to the culinary do-
main on the Internet. Culinary linguistics (Ger-
hardt et al., 2013) emerged from the fact that both
food and language are present in everyday life.
From the perspective of natural language process-
ing, in addition to knowledge representation, culi-
nary linguistics comprises different types of rea-
soning. Providing these types of processing for the
Serbian written texts was the motivation for our re-
search.

WordNet (WN) has been recognized as one of
the most important resources for the development
of natural language processing applications (infor-
mation extraction, information retrieval, question
answering applications etc.). Accordingly, enrich-
ing and enhancing WN using different lexical re-
sources, and vice versa, has become one of the
central tasks (Agirre et al.,, 2000; Agirre et al.,
2001; Nimb et al., 2013). Nowadays, with the in-
creasing popularity of the Semantic Web to which
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WN is closely associated, a lot is being done on
enhancing its expressiveness by introducing new
relations between concepts (Ruiz-Casado et al.,
2007) or new categories (Montoyo et al., 2001).

For the development of any kind of natural lan-
guage processing application for Serbian written
texts from the culinary domain, it was essential
to enrich both the Serbian WordNet (SWN) and
electronic dictionaries with the appropriate terms
from the domain. There were similar efforts taken
for other languages where authors addressed the
problem of enriching WN related to some specific
domains (Vintar and FiSer, 2011; Navigli and Ve-
lardi, 2002), but the suggested approaches were
different from the one proposed in this paper. Ad-
ditionally, to the best of our knowledge there is
no research dealing with these problems related to
Serbian WordNet, although some research related
to culinary domain were proposed in (Milicevic,
2013), but for different purposes.

Our motivation for WN and electronic dictio-
naries domain-specific enrichment was to provide
a basis for the development of language resources
and more complex natural language processing
applications in the culinary domain. Language
resources of particular interest for this specific
domain are recipe, food, meal and other ontolo-
gies. Related applications should provide extrac-
tion of the relevant concepts, attributes and rela-
tions from the recipe corpus in order to overcome
standard querying by keywords, and provide ad-
vanced search, based on criteria and queries.

The goal of our (informal) culinary project is
to develop application where user could query
recipes in Serbian; for example, by number of
calories according to some diet, even though this
information is not explicitly stated in the recipes
themselves, but in specially developed ontology.
Other search criteria could be related to some spe-
cial condition of the user health and nutritional in-
formation related to the food contained in recipes,



in which case it is necessary to include food nutri-
tional information or substitutions in ontologies,
etc.

To that end, our first task was to enhance and
upgrade the existing lexical resources for Serbian
— SWN and morphological electronic dictionaries,
and to build a corpus that we can use for terminol-
ogy extraction. The organization of this paper is
as follows: The details of the corpus of culinary
recipes in Serbian that we created for the purposes
of this research are presented in Section 2. In Sec-
tion 3 and Section 4 we provide an overview of the
current versions of the SWN and electronic dictio-
naries for Serbian, respectively, with special em-
phases on the terms related to the culinary domain,
as well as, on the newly introduced concepts and
domain-specific semantic markers. WN and elec-
tronic dictionaries enrichment process and the re-
sults obtained are presented in Section 5. Finally,
some conclusions and thoughts on future work are
given in Section 6.

2 Details of the Culinary Text Corpus

For the purpose of harvesting domain-specific ter-
minology, we created corpus of Serbian writ-
ten culinary recipes in the Latin script. Due to
the growing amount of culinary content, such as
recipes, various tips and descriptions, the corpus
was formed from web texts.

There are numerous free programs for down-
loading text from web pages, that give satisfactory
results — like BootCaT.! But besides the text that
is displayed to users, we were interested in main-
taining the original structure of web pages, as well.
Therefore, for the purposes of our research, we de-
cided to develop programs adjusted to particular
web pages, their content and also the meta-data
that could be used in our ongoing work. These in-
dividually tailored programs were implemented in
the Java programming language that provides sup-
port for text processing using regular expressions.

The texts have been collected from several lead-
ing national websites from the culinary domain
like Recepti, Kuhinjica® etc. The created text cor-
pus contains approximately 14,000 recipes, which
consist of approximately 1,600.000 simple word
forms. However, since much of the culinary con-
tent on the Web is user-generated we discovered

'http://www.bootcat.sslmit.unibo.it
http://www.recepti.com
*http://www.kuhinjica.rs
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that we could not use everything that was collected
for our purpose. Namely, when using the Latin
script users sometimes tend to ignore diacritics
which renders the produced texts unusable for lin-
guistic processing. Such omissions cannot be cor-
rected automatically, because they increase the ho-
mography of forms — e.g. vece itself can represent
a word of the language (colloquial for WC), but we
may also presume that it is missing one of two pos-
sible diacritics: vece ‘bigger’ or vece ‘evening’.
Therefore, we discarded all recipes that did not
contain any Serbian-specific letters with diacritics.
Since the resulting corpus still contained quite a
number of errors, due to careless typing, we cor-
rected some of the frequently occurring ones, like
the use of the digraph dj instead of the letter d,
and the digraph dz instead of dZ. As we did not
want to introduce new errors by applying simple
find/replace, we corrected only unknown words
that became known Serbian words after correction
(according to Serbian e-dictionaries, see Section
4).

3 Serbian WordNet

The production of the SWN was initiated together
with the Bulgarian, Greek, Romanian, and Turk-
ish versions by the BalkaNet project. The struc-
ture of all these WNs corresponded to the struc-
ture established by the EuroWordNet project and
they were all linked to the Princeton WordNet
(PWN), through the so-called Interlingual Index
(version 2.1 at the end of the project). Besides, all
BalkaNet WNs were developed following the ex-
pand model (Fellbaum, 2010), which means that
synsets from the PWN were translated into tar-
get languages, and the relations between synsets
were transferred as well (a hypernym/hyponym as
arule, other if applicable). At the end of the Balka-
Net project, the SWN had 7,000 synsets, covering
basic concept sets 1 and 2, and most of the con-
cepts from the subset 3 (Tufis et al., 2004).

After the end of the BalkaNet project, the de-
velopment of the SWN continued, but at a much
slower pace, since there was no project to sup-
port it. The development mostly relied on volun-
teer work of its chief editor and numerous Masters
and PhD students who followed the same expand
model in their work. Due to such circumstances,
the choice of the synsets to be transferred was not
concept-dependent, but rather domain-dependent,
because chief editor wanted to make the most of



the specific knowledge and interests of her volun-
teers. As a result, the Serbian WordNet was en-
larged to almost 20,000 synsets.

Before the beginning of the (informal) culinary
project, concepts belonging to the culinary domain
were not given special attention. However, 393
such concepts were already present in the SWN,
99 of which belong to basic concept sets and 91 to
Balkan- or Serbian-specific concepts.

4 Electronic Dictionaries for Serbian

The development of Serbian e-dictionaries follows
the methodology and format known as DELA pre-
sented for French in (Courtois et al., 1990). The
role of electronic dictionaries, covering both sim-
ple words and multi-word units (MW Us), and dic-
tionary finite-state transducers (FSTs), is text tag-
ging as part of various natural language appli-
cations. Each such e-dictionary of forms con-
sists of a list of entries supplied with their lem-
mas, morphosyntactic, semantic, and other infor-
mation. The forms are, as a rule, automatically
generated from the dictionaries of lemmas con-
taining the information that enables the production
of forms. The system of Serbian e-dictionaries
covers both general lexica and proper names and
all inflected forms are generated from 130,500
simple forms and 10,500 MWU lemmas (Krstev,
2008). Approximately 28.5% of these lemmas
represent proper names: personal, geopolitical, or-
ganizational, etc.

Most of the word forms in the Serbian morpho-
logical e-dictionaries are supplied not only with
the values of the grammatical categories, but also
with the additional markers that are inherited from
the lemmas from which they are generated. These
markers can be grammatical (the marker +MG for
the natural masculine gender, as opposed to the
grammatical gender, e.g. in muskarcina ‘macho’),
derivational (+Pos for possessive adjectives, e.g.
bikov ‘belonging to a bull, taurine’), dialectic (+Ek
for the Ekavian pronunciation, e.g. devojka ‘girl’),
domain specifying (+Math for mathematics, e.g.
mnogougao ‘polygon’), and semantic (+Hum for
humans, e.g. drug ‘friend’). Some of the se-
mantic markers are redundant, e.g. the marker
+Top (for geographic names) is superfluous if the
marker +Gr (for settlements) is present. However,
we keep them all for processing purposes — if a ge-
ographic name is needed, we do not have to list all
their types.

129

Some of these markers were systematically
added to the dictionary entries to which they ap-
ply, while others were conceived later and added
systematically only to the entries included in the
dictionaries at some later stage. The latter was
the case for words from the culinary domain. Be-
fore starting the enrichment process, there were
218 simple word entries with the semantic marker
+Food, and 217 multi-word entries. All entries
with the +Food marker should also have been as-
signed the +Conc marker (for concrete object, as
a more general category), but this was not the case
either: 32 simple entries and 20 multi-word entries
were missing it. Naturally, at this moment we still
do not know how many entries in e-dictionaries
are missing the +Food marker, because supplying
as many entries as possible with it is one of the
goals of our project.

4.1 Domain Specific Semantic Markers for
Serbian Electronic Dictionaries

The concepts and the terminology specific to the
culinary domain required introduction of a new
domain marker and more refined semantic mark-
ers. Table 1 provides an overview of the newly
proposed semantic markers, that could be used in-
dividually or in combination. Naturally, the do-
main marker +Culinary is assigned to all the lem-
mas from the culinary domain. All other markers
are used in combination with the +Conc marker,
except the +MesApp marker for approximate mea-
sures often used in cooking, like prstohvat ‘an
amount between fingers, a pinch’. Similarly, the
+Food marker is assigned with all other mark-
ers except +MesApp and +Uten, that is asigned
to utensils used in food preparation and serving.
The +Erg marker is assigned to the names of man-
created items that have the status of trademarks.
It can be assigned to both food fabasko ‘Tabasco’
and utensils teflon ‘Teflon’. It goes without saying
that in the culinary domain these names are used
loosely and because of that often with the lower-
case initial in Serbian. Namely, if recipe states
that campari ‘Campari’ should be used, it is un-
derstood that if not available, it can be replaced
by some similar liqueur. The marker +Erg is used
outside the culinary domain, as well, e.g. rols-rojs
‘Rolls Royce’.

In addition to these semantic markers that are
already added to the Serbian e-dictionary, in fur-
ther research, we intend to address the terminol-



ogy related to food condition, food taste, as well
as the way of food preparation, for which we have
dedicated new semantic markers — +Cond, +Taste,
and +WOoP, respectively, that are related mainly to
adjectives and verbs. At this point, they are not
included in the dictionary (except for some newly
added entities), and their systematic adding would
be an objective of our future work.

Semantic o .
Description

marker

+Culinary | culinary domain

+Food food (e.g. senf ‘mustard’)

+Alim aliment (e.g. mleko ‘milk

+Prod product (e.g. sirde ‘vinegar’)

+Meal meal (e.g. dorucak ‘breakfast’)

+Course course (e.g. puding ‘pudding’)

+Uten utensil (e.g. Solja ‘cup’)

+Erg ergonym (e.g. rokfor ‘Roquefort’)
approximate measures

+MesApp (el‘,).lg)g. kasicica ‘spoonful’)

+Taste taste (e.g. slatkokiseo ‘sweet-sour’)

+WoP way of prep.aratiOI-l (e.g. c?instati
‘to stew’; dinstanje ‘stewing’)

+Cond condition (e.g. bajat ‘stale’)

Table 1: The overview of newly proposed seman-
tic markers.

5 Enrichment Process

The process of enriching both the Serbian Word-
Net and Serbian e-dictionaries proceeded in sev-
eral steps:

1. Manual translation of as many synsets from
the culinary domain as possible belonging to
the PWN.

2. Inspection of unknown words resulting from
the application of Serbian e-dictionaries to
the corpus of recipes in search of new entries.

3. (Semi-)automatic production of new sim-
ple word and multi-word entries for e-
dictionaries with all applicable markers, de-
rived from the synsets, in the SWN, belong-
ing to the culinary domain.

4. (Semi-)automatic addition of all missing
markers in e-dictionaries, based on the
synsets in the SWN belonging to the culinary
domain.
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5. (Semi-)automatic addition of new culinary
and/or Serbian-specific concepts to the SWN
and manual correction.

Steps one and two were performed by three grad-
uvate Library and Information Science students
well-educated in the field of information search.
Their role in step one was to investigate specific
branches in the PWN and transfer into the SWN
all concepts recognized in Serbian. The branches
of interest were ‘food, nutrient’ related to ali-
ments, products, drinks, meals and courses, and
‘kitchen utensil’ and ‘tableware’ related to uten-
sils. The role was not very precise, but students
took their job seriously and translated everything
for which they could find evidence. As aresult, the
SWN now has all concepts related to fruits, as the
PWN, although hardly anybody in Serbia has ever
heard of some of them (e.g. durian ‘durian’ and
Zabotikana ‘jaboticana’), let alone tasted them.
The same principle could not always be applied
-— for instance, quite a number of fish species rep-
resented in the PWN are completely unknown in
Serbia (e.g. scup, sailfish, sucker, etc.). It should
be stressed that the students supplied a definition
for each introduced sysnet, which is in line with
the strategy applied for the development of the
SWN from the beginning — practically all its sys-
nets have a definition. Everything produced by the
students was double checked by chief SWN editor.

Step two was equally imprecise. The students’
task was to recognize, in the long list of unknown
words in the corpus of recipes comprising of 9,100
word forms, all those for which they knew the
meaning without further consultation. All chosen
entries were assigned the appropriate markers, as
well as, codes for inflectional paradigms, which
was done manually for simple words and automat-
ically for MWUs.

Step three consisted of two tasks. First, we pro-
duced new candidates for e-dictionaries of sim-
ple and MWUs automatically by inspecting the
synsets belonging to the already mentioned hi-
erarchies, choosing those that were not in e-
dictionaries already. These new candidates were
all supplied with the appropriate markers which
were derived from the position of a synset in a
hierarchy. For instance, the new candidate fondi
‘fondue’ belongs to the hierarchy {dish:2}, {nu-
triment:1,... }, {food:1, nutrient:1}, {substance:1,
matter:1}, and therefore the suggested markers for
it were +Conc, +Food, +Course (and +Culinary, as



a domain marker). The second task consisted of
manual checking of all new candidates and their
markers. A good number of candidates were re-
jected for several reasons. There were duplicates
(a literal belonging to several synsets, e.g. brizle
is connected to {neck sweetbread:1, throat sweet-
bread:1} and to {sweetbread:1, sweetbreads:1})
for which there should be only one entry in the
e-dictionaries. There were literals irrelevant to
e-dictionaries, because they were of a descrip-
tive nature and not really lexicalized (e.g. groZde
sa glatkom koZom corresponding to {fox grape:1,
slip-skin grape:1}. In a few cases, a literal from
the chosen hierarchies did not actually belong to
the culinary domain (e.g. Poslednja vecera corre-
sponding to {Last Supper:1, Lord’s Supper:2} that
belongs to the branch {food:1, nutrient:1}). The
markers themselves have also to be checked and if
necessary corrected. For instance, pomfrit ‘french
fries” has as a hypernym {vegetable:1}, and thus it
obtained the marker +Alim; however, we believed
that +Prod was more appropriate.

The fourth step was performed in a similar way
as the previous one, except that we considered now
only the entries already in e-dictionaries missing
some or all appropriate markers. The produced list
of enhanced entries had also to be considered care-
fully in order not to add markers to wrong entries.
For instance, suggested new markers for the entry
baba ‘baba’ were +Conc, +Food, +Course, while
the entry already in the dictionary corresponded
to baba ‘grandmother’. Similarly, the entry luk
‘bow’ obtained markers +Food+Conc+Alim in-
tended only for the entry /uk ‘onion’.

In step five, we used new entries for e-
dictionaries, produced in step two, to create new
synsets in the SWN. These entries include ei-
ther the concepts specific to Serbia, like afusali,
a type of grapes very popular in Serbia, or too spe-
cific concepts that were missing in the PWN, like
friteza ‘deep fryer’. Since they were already as-
signed semantic markers, we used them to find the
right place for the appropriate synsets. In the case
of MWUs, we could do even more, because many
of them contained as a unit a literal from a hyper-
nym synset: vatrostalna ¢&inija ‘fireproof bowl’ i
zdenka sir ‘zdenka cheese, a popular cheese’ are a
kind of a bowl and a kind of cheese, respectively,
and they could be pushed further down the hierar-
chy. The position of every newly added synset was
checked manually and corrected if necessary.
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At the end of this phase we obtained the follow-
ing results:

e The SWN was enlarged by translating 1,404
synsets from the culinary domain from the
PWN to the SWN, to contain a total of 1,797
such synsets;

e Serbian e-dictionaries of simple words were
enlarged by 636 entries, 246 of which were
obtained from the SWN and 390 from the
culinary corpus.

e Serbian e-dictionaries of MWU were en-
larged by 612 simple entries, 514 of which
were obtained from the SWN and 98 from the
culinary corpus.

e The full set of the appropriate markers was
assigned to 735 simple word and 125 multi-
word entries.

e 450 specific concepts from the culinary do-
main were added to the SWN.

6 Conclusion and Future Work

We have completed the first phase of enrichment
of the SWN and Serbian e-dictionaries. The next
phase will consist of the following steps:

1. (Semi-)automatic detection in the corpus of
all words belonging to the culinary domain
and e-dictionaries that are still not assigned
all applicable markers and manual marker se-
lection and assignment.

2. (Semi-)automatic detection in the corpus of
other MWU terms belonging to the culinary
domain.

3. Extension of our approach to other PoS
synsets and dictionary enties.

In order to complete this phase, we will rely on
various local grammars, some of which were al-
ready developed for Serbian for different purposes
(Krstev et al., 2011).
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Abstract

Wordnet::Similarity is an important instru-
ment used for many applications. It has
been available for a while as a toolkit for
English and it has been frequently tested
on English gold standards. In this pa-
per, we describe how we constructed a
Dutch gold standard that matches the En-
glish gold standard as closely as possi-
ble. We also re-implemented the Word-
Net::Similarity package to be able to deal
with any wordnet that is specified in
Wordnet-LMF format independent of the
language. This opens up the possibility
to compare the similarity measures across
wordnets and across languages. It also
provides a new way of comparing wordnet
structures across languages through one of
its core aspects: the synonymy and hy-
ponymy structure. In this paper, we report
on the comparison between Dutch and En-
glish wordnets and gold standards. This
comparison shows that the gold standards,
and therefore the intuitions of English and
Dutch native speakers, appear to be highly
compatible. We also show that our pack-
age generates similar results for English
as reported earlier and good results for
Dutch. To the contrary of what we ex-
pected, some measures even perform bet-
ter in Dutch than English.

1 Introduction

Various methods have been proposed in the past
for measuring similarity between words using
Princeton WordNet (Fellbaum, 1998). Some of
these methods (path (Rada et al., 1989), Ich (Lea-
cock and Chodorow, 1998), wup (Wu and Palmer,
1994), res (Resnik, 1995), lin (Lin, 1998), jcn
(Jiang and Conrath, 1997), among others) were
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implemented in the WordNet::Similarity package
(Pedersen et al., 2004). WordNet::Similarity ! has
become an important instrument for measuring
similarity between any set of words in a language
but also for testing the performance of wordnet as
a database of synonymy and semantic relations.
The toolkit was used to evaluate the different mea-
sures against a gold standard of English words cre-
ated by Rubenstein and Goodenough (1965) and
Miller and Charles (1991). The evaluation re-
sults tell us something about the capacity of Word-
Net to mimic human judgements of similarity but
also about the different methods in relation to each
other.

Unfortunately, WordNet::Similarity only works
for the Princeton WordNet released in its pro-
prietary format and not wordnets in other lan-
guages in other formats, such as Wordnet-LMF
(Vossen, Soria and Monachini, 2013). Further-
more, no gold standard exists for Dutch, the lan-
guage that we study. In this paper, we describe
a re-implementation of the WordNet::Similarity
toolkit that can read any wordnet in Wordnet-LMF
format to apply the 6 wordnet similarity algo-
rithms. This toolkit makes it possible to carry
out similarity measures across different wordnets
within the same language and across different lan-
guages. This is especially useful if the wordnets
were created independently using their own se-
mantic hierarchy. We also created a gold standard
in Dutch that is comparable with the gold stan-
dard in English. We tried to recreate the process
through which the English gold standard was cre-
ated as much as possible. Since it was not clear
what instructions were given exactly to the human
scorers, we decided to create a number of addi-
tional gold standards that are more explicit about
the difference between relatedness, similarity and
the assumed meaning of the words to be com-

'see  http://wn-similarity.sourceforge.
net/



pared. In total 6 different gold standards have been
created. Using these gold standards, we first show
that the 6 Dutch gold standards are very similar
and that the English and Dutch gold standards are
highly compatible. Secondly, we demonstrate that
the performance of the Dutch wordnet is higher
than the reported performance for English. There
are also some differences in the results which can
be explained to some well-known differences in
the hierarchical organization of the Dutch and En-
glish wordnets.

The paper is structured as follows. In the next
section, we describe related work. Section 3 ex-
plains how we created the Dutch gold standard
and section 4 the WordnetTools implementation of
the similarity functions. In section 5, we report
the results using the Dutch wordnet Cornetto 2.1
(Vossen et al., 2013).

2 Related work

The notion of similarity is central to WordNet
through the relations synonymy and hyponymy.
Synsets group words that can be exchanged in con-
texts and thus have more or less the same denota-
tional domain. Hyponymy groups these synsets
according to a shared semantic aspect and thus
defines another type of similarity. Words that do
not share a synonymy relation and synsets that do
not share a hyponymy relation are not necessar-
ily disjoint but the things they can refer to are less
likely to be considered similar. Words and synsets
that have other relations than synonymy and hy-
ponymy respectively, e.g. part-whole or causal re-
lations, are most likely not similar but strongly
related. This difference is dubbed the ‘tennis-
phenomenon’ in Fellbaum (1998) : where fennis
ball, player, racket and game are closely related
but all very different things. Since WordNet dom-
inantly consists of synonymy and hyponymy rela-
tions, it more naturally reflects similarity than re-
latedness.

Since the first release of WordNet, researchers
have tried to use it to simulate similarity. Ex-
cept for the lesk (Lesk, 1986), vector (Patwardhan
and Pedersen, 2006), and vector pairs (Patward-
han and Pedersen, 2006) algorithms, these mea-
sures are all based on synonymy and hyponymy.

Another approach to measure similarity across
different languages is described by Joubarne and
Inkpen (2011). The aim of their paper is to show
that it might be possible to use the scores from the
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English gold standards in other languages, hence
making it unnecessary to create gold standards
with human-assigned judgements in every single
language. In order to show this, they used an ex-
isting gold standard for German, which is a trans-
lation of the gold standard by Rubenstein & Good-
enough with human-assigned scores. For French,
they used an existing French translation of the
English gold standard by Rubenstein & Goode-
nough, and asked French native speakers to rate
the similarity of meaning for each word pair in
the dataset. Moreover, they used two measures of
similarity to also rate the similarity of meaning of
the translation of the original dataset, which are
Point-wise mutual information and second order
co-occurence Point-wise mutual information for
which the Google n-gram corpus was used. They
then compared the output from the similarity mea-
sures to the language specific gold standards and
to the original scores collected by Rubenstein &
Goodenough. The difference between these cor-
relations was relatively small, which is why they
claim that it is possible to use the original scores
from the English gold standard in other languages.

Besides Joubarne and Inkpen (2011), other
studies have made an effort to translate the origi-
nal datasets by Rubenstein & Goodenough and by
Miller & Charles. Hassan and Mihalcea (2009)
translated these datasets into Spanish, Arabic, and
Romanian. For Spanish, native speakers, who
were highly proficient in English, were asked to
translate the datasets. They were asked not to use
multi-word expressions. They were asked to take
into account the relatedness within a word pair for
disambiguation. In addition, they were allowed
to use so-called replacement words to overcome
slang or if words were culturally dependent. They
then asked 5 participants to rate the Spanish word
pairs. A sixth person evaluated the translation. Be-
cause of the fact that the Pearson correlation with
the original datasets was 0.86, only one translator
translated the datasets into Arabic and Romanian.
Finally, Gurevych (2005) translated the datasets
into German. However, no instructions, as to how
it was done, were provided.

3 Dutch gold standard

We would like to see whether the similarity intu-
itions of Dutch speakers are the same as the En-
glish speakers. We also want to known if the
Dutch wordnet Cornetto, which was built inde-



pendently of the English WordNet, would perform
in the same way as the English WordNet using
the same similarity measures and against a com-
parable gold standard. For that, we need to cre-
ate a Dutch gold standard. We opted to trans-
late the gold standards by Rubenstein & Goode-
nough (65 word pairs) and by Miller & Charles (30
word pairs). Because the words used by Miller &
Charles are a subset of the words used by Ruben-
stein & Goodenough, and because words are used
more than once in both experiments, there are only
49 unique words used in both experiments. In ad-
dition, Miller & Charles made one change to the
dataset by Rubenstein & Goodenough. Whenever
Rubenstein & Goodenough used the word cord,
Miller & Charles uses the word chord.

Inspired by Hassan and Mihalcea (2009), the
following general procedure is followed in the
translation of the 49 words: 2

1. The first step is to disambiguate the En-
glish word forms. The English experiments
present a word form and not a specific con-
cept the word refers to. The results from hu-
man judgement provide a good indication as
to which concept in WordNet is meant.

2. Following the results in 1, a Dutch translation
is chosen for each word.

3. In addition, it is checked whether the relative
frequency of the Dutch and English words are
in the same class of relative frequency. This
is done in order to make sure that there are no
outliers. A translation is an outlier when its
relative frequency deviates significantly from
the original word.

We will now discuss each step of the general
procedure in more detail. The first step consists of
disambiguating the 49 English words. For exam-
ple, WordNet lists two senses for the word asylum:

1. ‘a shelter from danger or hardship’

2. ‘a hospital for mentally incompetent or un-
balanced person’

2We made an effort to compare the polysemy of the En-
glish word and its translation. However, English words in
WordNet tend to have many more meanings than words in
Cornetto. In addition, Dutch words often only refer to one
specific part-of-speech, whereas English words often have
noun and verb meanings. Because of these differences, we
decided not to use this means of comparison in our transla-
tion procedure.
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In the results of Miller & Charles and Rubenstein
& Goodenough, we observe that the correlation
with madhouse is very high. Hence, the second
sense as listed in WordNet is chosen for asylum.
The same procedure is applied to all other words.

The next step is to translate all English words
into Dutch. One of the difficulties we encoun-
tered was the case in which two synonyms were
used in English, but no two contemporary Dutch
synonyms were available. When we encountered
such a problem, we opted to replace the English
synonyms with two Dutch synonyms that were
closely related to the English synonyms. For ex-
ample, due to the fact that there is only one com-
mon Dutch word haan “male chicken” for the En-
glish synonyms cock and rooster, we opted to re-
place these two words by kip “female chicken” and
hen “female chicken”, the two Dutch words for fe-
male chickens.

In addition, the relative frequencies of the En-
glish word and its translation were checked. In or-
der to calculate relative frequencies of the English
words, the English sense-tagged corpus SemCor
(Miller et al., 1993) was used. For Dutch, such
a resource was not available. We are aware of
the fact that the Dutch sense-tagged corpus Dutch-
SemCor (Vossen et al., 2012) exists. However,
an effort was made to provide an equal number
of examples for each meaning in this corpus. Al-
though this is very useful for WSD-experiments,
this makes this corpus less useful for Information
Content calculations. Therefore the frequencies
of the lemmas in the Dutch corpus called SoNaR
(Oostdijk et al., 2008) were used. It was checked
whether or not the English word and its Dutch
counterpart were located in the same class of rel-
ative frequency. A word is placed in the category
high if its relative frequency is higher than 0.05%,
middle if its relative frequency is between 0.015%
and 0.05% and low if its relative frequency is
lower than 0.015%. If two words are located in the
same relative frequency class, the pair receives the
value True, else False. If no frequency data was
available for a word, the value of the pair was set
to True. Eight word pairs received the value False.
Since this step was performed to remove outliers,
we claim this to be acceptable.

The Dutch translation was then used to repro-
duce the English experiments by Miller & Charles
and Rubenstein & Goodenough. Since the instruc-
tions concerning Similarity of meaning are un-



clear in the original experiments, we reproduced
each experiment with three different kinds of in-
structions, which are stressing similarity aspects,
stressing relatedness aspects, and no instructions.
These instructions were explained to the partici-
pants by an example of each value that could be
assigned to a word pair and a general description.
The WordSimilarity-353 Test Collection (Finkel-
stein et al., 2002) was used to obtain example word
pairs for each value that could be assigned to a
word pair. This dataset contains two sets of En-
glish word pairs with similarity scores assigned
by humans. The first set of this collection con-
tains 153 word pairs, with their scores, from 0 to
10, assigned by 13 subjects. In addition, partici-
pants were asked to rate the word pairs on similar-
ity. From this set, examples were chosen stressing
similarity aspects. The second set contains 200
word pairs, with human-assigned scores, from 0
to 10, by 16 subjects. In this case, participants
were asked to rate the word pairs based on re-
latedness. From this set, examples were chosen
stressing relatedness aspects. Each word pair that
was chosen to serve as an example word pair was
translated into Dutch. For stressing similarity, par-
ticipants were asked to indicate to what degree
two words could replace each other. For exam-
ple, if two words were interchangeable, they were
told to assign the highest value. They were in-
structed to assign a lower value to a word pair
like aardappelmesje ‘potato peeler’ & mes ‘knife’,
because mes ‘knife’ can be used instead of aar-
dappelmesje ‘potato peeler’, but not the other way
around. For stressing relatedness aspects, partici-
pants were asked to focus on how likely it is that
words occur in the same situation. For example,
it is very likely that computer ‘computer’ & inter-
net ‘internet’ occur in the same situation together,
whereas this is less likely the case for komkom-
mer ‘cucumber’ & professor ‘professor’. Finally
for the no instructions case, the interpretation was
left to the participant, except that we indicated that
synonyms resulted in the highest score. Combin-
ing the two English experiments with the three dif-
ferent kinds of instructions thus yielded six dif-
ferent sets. For convenience, we will use abbre-
viations to refer to the six experiments. The ab-
breviation Mc will be used for the translation of
the dataset by Miller & Charles. Rg will be used
for the translation of the dataset by Rubenstein
& Goodenough. In addition, the three kinds of
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instructions will be abbreviated in the following
way: No for no instruction, Sim for similarity, and
Rel for relatedness. By combining the abbrevia-
tions, we can refer to each of the six experiments.
For example, McSim means that the translation of
the dataset by Miller & Charles is meant with the
instruction similarity. Pupils from five Dutch high
schools participated. The pupils’s age ranged from
16 to 18 years. Their level of education was one
the two highest levels of Dutch secondary educa-
tion, called HAVO and VWO. Numbers of partic-
ipants per experiment were: 40 for McNo, 40 for
McRel, 52 for McSim, 26 for RgNo, 42 for RgSim,
and 40 for RgRel. The difference between the re-
sults of the different instructions turned out to be
neither significant, nor systematic. We thus as-
sume that the instructions have not been effective
to override the basic intuition of the participants.

4 ‘WordnetTools

WordnetTools is a reimplementation of the Word-
Net::Similarity package in Javal.6 that can read
any wordnet in WordNet-LMF format to apply the
major similarity functions: Path, Jiang & Conrath,
Leacock & Chodorow, Lin, Resnik, Wu & Palmer
(see above). The similarity functions can be tuned
using various parameters:

—Imf-file Path to the wordnet file in LMF format. A few other formats are also
supported.

—pos (optional) part-of-speech filter, values: n, v, a.

—relations (optional) file with relations used for the hierarchy, if not se-
lected a standard set of relations is used: hypernym, has_hypernym,
has_hyperonym, near_synonym, eng_derivative, xpos_near_synonym,
xpos_near_hyperonym, xpos_near_hypernym.

—input File with pairs to be compared on single lines, separated with back-
ward slash.

—pairs The type of input values: “words” or “synsets” or “word-synsets pairs”

—-method leacock-chodorow, resnik, path, wu-palmer, jiang-conrath, lin or
all.

—depth Optional: a fixed value for average depth can be given.

—subsumers Path to a file with subsumer frequencies, required for resnik, lin,
jiang-conrath or all.

—separator Token for separating input and output fields, default is TAB.

The above options can be used to configure
the experiments and the way similarity is calcu-
lated. The graph through which words and synsets
are compared can be restricted by selecting the
part-of-speech or specifying a certain set of re-
lations. The internal data structure treats the re-
sult as a graph without further distinguishing the
type of relations. It is for example possible to



accept strict hypernym relations and looser re-
lations such as near_synonym, xpos_hyperonym
and xpos_near_synonym relations for all parts of
speech. The toolkit will then build a graph in
which synsets are connected through any of these
relations.> Against such a graph, words such
as transport as a verb and transportation and
transport as nouns will get scores similar to co-
hyponyms. The more relations are included, such
as role and causal relations, the more the graph
will measure relatedness instead of similarity. For
the purpose of this paper, we configured the set-
tings so that graph is most similar to the hierar-
chical structure of the English WordNet. We thus
only used the has_hypernym and has_hyperonym
relations.

The toolkit can handle tangled structure as a re-
sult of e.g. multiple hypernyms. In case of mul-
tiple hypernyms, all possible paths are calculated
and given back as the set of paths through the
graph. Similarly, if a word has multiple senses, we
generate all possible paths for each sense. When
comparing two words, we compare all paths of
one word with all paths of another word and cal-
culate the similarity score to the specified metrics
using each pair of paths. In the end, we keep the
paths with the best result. Note that for measures
that use information content this is not always the
shortest path.

In addition to the similarity API, the toolkit
also provides a number of auxiliary func-
tions, for example to determine the average
or maximum depth for a wordnet per part-of-
speech. WordnetTools is freely available under
the GPLv3 license and can be downloaded from:
http://wordpress.let.vupr.nl/software/wordnettools/.
The package includes the Dutch and English gold
standards, as well as the English WordNet in
Wordnet-LMF format and the English SemCor
frequencies in the proper import format. It also
includes the results of the Dutch and English
evaluation. The Cornetto wordnet is not included
since it is restricted by license. A free research
license can be obtained from the Dutch centre
for language technology (TST-centrale*). How-
ever, we will release an open-source version of
the Dutch wordnet, which will be included in

31f bi-directional relations are used in the wordnet, only
one of these should be chosen. If not, the path-construction
can be terminated by direct circularity of the bi-directional
relations.

‘see http://tst-centrale.org/
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the package when released. Also the SoNaR
word frequencies can be obtained from the
TST-centrale. The SoNaR word frequencies have
been converted to the hypernym frequencies as
described by Resnik, by averaging frequencies
over the senses of a word and transferring these
to the hypernyms (and further up the hierarchy).
These derived hypernym frequencies are also
included in the package.

5 Results

Three evaluations have been run to compare the
similarity measures across wordnets and across
languages. We start by comparing the Dutch to the
English gold standards, followed by an evaluation
of the comparison between the Dutch gold stan-
dards and the similarity measures. Finally, we try
to replicate the English experiment by Pedersen
(2010) using English Wordnet-LMF and Wordnet-
Tools. 3

5.1 The Dutch gold standard with the
English gold standard

The first evaluation that we carried out is the com-
parison between the English gold standards and
their Dutch translations. Since we have an equiva-
lence relation between most of the words, we can
compare the rankings of the Dutch and English na-
tive speakers. In the evaluation, we left out the
word pairs in which a word had not been directly
translated, which was the case for word pairs like
cock and rooster. Table 1 presents the evaluation:

Dutch Gold standard Spearman p
original dataset
McNo 0.88
McSim 0.86
McRel 0.89
RgNo 0.93
RgSim 0.93
RgRel 0.93

Table 1: Evaluation of the comparison between
the English gold standards and their Dutch trans-
lations.

SA github has been created to make it possible to
replicate the results in this section. The url to this
github is https://github.com/MartenPostma/
PostmaVossenGWC2014



The results show that the English and Dutch intu-
itions concerning Similarity of meaning are very
similar. The range of the Spearman p correlation
is between 0.86 and 0.93. It also shows that there
is little difference across the different Dutch gold
standards. The gold standard with similarity in-
structions (Sim) performs a bit lower on the Miller
& Charles set but this difference disappears on the
Rubenstein & Goodenough set.

5.2 Comparing Cornetto with the Dutch gold
standard

The second evaluation consists of comparing the
Dutch gold standards to the output of the similar-
ity measures as calculated in Cornetto using the
WordNetTools. We used the following settings to
run WordNetTools:®

—Imf-file Path to Cornetto in LMF format
—pos no pos-filter was used

—relations has_hypernym, has_hyperonym,
—input path to Dutch gold standards
—pairs “words”

—method all.

—depth 15
—subsumers path to subsumers from the SoNaR word-frequencies

Table 2 presents the results for the different
measures on the Dutch gold standard.

SM | McNo | McRel | McSim | RgNo | RgRel | RgSim
path | 0.840 0.796 0.856 0.783 0.720 0.777
Ich 0.840 0.796 0.856 0.783 0.720 0.777
wup | 0.806 0.766 0.831 0.770 0.704 0.769
res 0.765 0.737 0.785 0.720 0.669 0.719
jen 0.852 0.797 0.891 0.525 0.438 0.512
lin 0.838 0.779 0.880 0.531 0.495 0.520

Table 2: The Spearman p is shown by comparing
all six similarity measures to all six gold standards.

In general, the results show that all six seman-
tic similarity measures correlate well with the gold
standards. Jcn correlates best with the translation
of the Miller & Charles’ gold standards, whereas
this is true for path and Ich for the Rubenstein &
Goodenough’ gold standards. Finally, there is a
significant difference between the performance of
the measures /in and jecn when compared to the

SThe depth parameter is set to 15, which is mainly rele-
vant for the measure /ch, which requires the maximum depth
of the taxonomy in which the synsets are located. In the case
for nouns in Cornetto, this value is 15. For more information,
we refer to section 6.
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Miller & Charles’ gold standards or the Ruben-
stein & Goodenough’ gold standards. The gold
standards are however too small to derive any con-
clusions from these differences. Larger more rep-
resentative experiments are needed for that.

5.3 Replication English with Wordnet-LMF
and WordnetToolkit

The final evaluation consists of comparing the
WordNet::Similarity package to the Wordnet-
Tools. This is mainly done to verify if the im-
plementations of the semantic similarity measures
are compatible across the packages, i.e. can
we reproduce the results of WordNet::Similarity
with the original WordNet database with Word-
netTools with the WordnetLMF version of the En-
glish WordNet. In order to do this, we compare
the correlations that Pedersen (2010) reports when
calculating the correlations between the original
gold standards and the scores from the six simi-
larity measures using WordNet::Similarity to the
same procedure but using the WordNetTools to
compute the similarity scores.

We used the following settings for WordNet-
Tools:’
—Imf-file Path to WordNet in LMF format

—pos no pos-filter was used

—relations has_hypernym, has_hyperonym,
—input path to English gold standards
—pairs “words”

—method all.

—depth 19

—subsumers path to subsumers using SemCor

Table 3 presents the results. The second and
third column present the correlation as reported by
Pedersen and by our package, respectively, for the
gold standard by Miller & Charles, followed by
the difference between the two correlations. The
other columns presents the same scores for the
gold standard by Rubenstein & Goodenough.

SM McPed | McWT diff RgPed | RgWT diff
path 0.68 0.72 -0.04 0.69 0.78 -0.09
Ich 0.71 0.72 -0.01 0.70 0.78 -0.08
wup 0.74 0.74 0.00 0.69 0.78 -0.09
res 0.74 0.75 -0.01 0.69 0.76 -0.07
jen 0.72 0.65 0.07 0.51 0.56 -0.05
lin 0.73 0.67 0.06 0.58 0.60 -0.02

Table 3: Comparison of the results by Pedersen
(2010) and the replication of these results using
Wordnet-LMF and the WordnetToolkit

"The depth parameter is set to 19, For more information,
we refer to section 6.



The results show that for both gold standards,
we approach the correlations that are reported by
Pedersen (2010), but that there are probably still
differences in the implementation of the measures
that lead to different output values.

6 Discussion

Three main points stand out in the results. Firstly,
the correlations between the English and Dutch
gold standards are very high. Given the fact that
this was also the case for the Spanish and English
intuitions, as discussed by Hassan and Mihalcea
(2009), it might be the case the people with differ-
ent mother tongues have a shared sense of similar-
ity of meaning. It should be noted that all speakers
from the different languages share a similar West-
ern background. Secondly, the results for Dutch
are generally higher than for English. We have no
clear explanation for this difference. We know that
the Dutch hypernym structure for nouns is more
shallow than the English hierarchy. Evidence for
this claim can be found in table 4, which shows the
noun synset depth distribution for both Cornetto
and Princeton WordNet:

Cornetto Princeton WordNet
D NoS P NoS P
0 833 1,26% 1 0,00%
1 8 0,01% 59 0,06%
2 2138 3,23% 3286 3,45%
3 2748 4,16% 3943 4,14%
4 7476 11,31% | 3222 3,38%
5 15896 | 24,04% | 3186 3,34%
6 15304 | 23,15% | 5951 6,24%
7 8902 13,46% | 10474 10,99%
8 4441 6,72% | 18071 18,96%
9 2603 3,94% | 16049 16,84%
10 2211 3,34% 12313 12,92%
11 1858 2,81% 7984 8,38%
12 1228 1,86% 4714 4,95%
13 406 0,61% 2634 2,76%
14 66 0,10% 1511 1,59%
15 3 0,00% 917 0,96%
16 0 0,00% 468 0,49%
17 0 0,00% 345 0,36%
18 0 0,00% 165 0,17%
19 0 0,00% 30 0,03%
Total | 66121 100% 95323 100%

Table 4: Synset frequency and percentage of total
number of synsets is shown for every depth value
in Cornetto as well as WordNet. D abbreviates
‘depth’, NoS ‘number of synsets’ and P ’percent-
age of total number of synsets’.

Table 4 shows that the most frequent depth in
Cornetto is 5, whereas this is 8 for Princeton

WordNet. In addition, if we calculate the aver-
age noun depth in both lexical semantic databases
based on the numbers in table 4, we observe that
the average noun synset depth in Cornetto is 6.03
and 8.38 for Princeton WordNet. A flatter hiearchy
may lead to a more rough but more uniform mea-
sure across different parts of the hiearchy. Nev-
erthless, it does not explain the higher correlation
with human intuitions. We also know that the
Dutch wordnet has more multiple hypernyms. Ta-
ble 5 provides evidence for this claim:

Cornetto Princeton WordNet

H NoS P NoS P

0 833 1,26% 1 0,00%
1 62847 | 95,05% | 93078 97,64%
2 2330 | 3,52% | 2165 2,27%
3 98 0,15% 63 0,07%
4 11 0,02% 12 0,01%
5 2 0,00% 3 0,00%
6 0 0,00% 1 0,00%

Total | 66121 | 100% | 95323 100%

Table 5: Synset frequency and percentage of total
number of synsets is shown for every number of
hypernyms value in Cornetto as well as WordNet.
H abbreviates ‘number of hypernyms’, NoS ‘num-
ber of synsets’ and P ’percentage of total number
of synsets’.

Table 5 shows that Cornetto contains rela-
tively more synsets with multiple hypernyms than
Princeton WordNet. Multiple hypernyms may
lead to more options to connect synsets that can
be classified according to different perspectives,
e.g. being both a mammal and a pet. Neverthe-
less, more research is needed to find a direct ex-
planation. If these multiple hypernyms occur at
the higher levels, which is often the case, they ap-
ply to large proportions of the synsets. Besides
this difference, we also observe similar patterns
in the correlations. In both cases, we see a sig-
nificant drop in the performance of the Informa-
tion Content-based measures jcn and lin. This
drop in performance emphasizes the strength and
weakness of these measures. Their strength is
found in the fact that if the Information Content
of the words is available, the correlation with hu-
man judgement can be high. However, if the In-
formation Content is not available, which is more
often the case for the larger Rubenstein & Goode-
nough’ gold standards, the correlation drops sig-
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nificantly. We do not observe this drop for the
measure res, because this measure uses the Infor-
mation Content of the least common subsumer,
which is more robust than the measures jcn and
lin, which are based on the Information Content
of the words themselves. Finally, the differences
between the scores from the WordNet::Similarity
package and the WordNetTools show that we did
not reproduce the results exactly. This in itself is
not surprising, given the fact that Fokkens et al.
(2013) showed that even replicating the results that
Pedersen (2010) reports can be challenging. They
showed that even if the main properties are kept
stable, such as software and versions of software,
variations in minor properties can lead to com-
pletely different outcomes. In addition, the re-
production learned us an interesting fact about the
occassional inability of corpus statistics to distin-
guish between synsets. In order to use Informa-
tion Content, cumulative synset frequencies are
used. This creates the possibilty that a hyponym
and its hypernym can have the same cumulative
frequency. During our experiments, the similarity
score was calculated between the synsets ‘cush-
ion#n#3’ and ‘pillow#n#1’, where ‘pillow#n#1’ is
a hyponym of ‘cushion#n#3’. Neverthless, the cu-
mulative frequency for both synsets is the same,
which is 9. When the similarity score between
these synsets was calculated for the Information
Content measures, they are represented as syn-
onyms according to these measures, which is in
fact not the case in WordNet.

7 Conclusion

In this paper we described the results of re-
implementing the similarity measures in a toolkit
that can handle a wordnet in any language in
Wordnet-LMF and the creation of a Dutch gold
standard for similarity experiments similar to the
English experiments. The toolkit can be tuned to
handle any type of relation and thus can be used
for various similarity and relatedness experiments,
possibly adapted to the way the specific wordnet
was built. We used these options to achieve a com-
patible structure to the English WordNet. We also
created different variants of the Dutch gold stan-
dard to measure possible differences of interpreta-
tions of the task by the native speakers. We have
shown that the Dutch gold standard is highly com-
patible to the English but that the Dutch wordnet
performs better than the English WordNet to the
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same task. In the future, we will extend the toolkit
to perform more operations and we will try to ex-
tend the experiment to other languages. We also
want to experiment with different graphs to see
the impact on the task. These graphs could reflect
different degrees of relatedness depending on the
relations that are selected. Such relations could
also be derived from distributional properties of
words and inserted into the graph, where they can
be combined with wordnet relations or used sepa-
ratedly.
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Abstract

This paper presents an overview of the
software for wordnet processing Hydra.
The system has fully-fledged GUI and
API, both working with powerful modal
query language. Hydra has been used for
the development of the Bulgarian Word-
Net for the last 7 years and recently was
improved, became open source and is dis-
tributed as part of the Meta-Share plat-
form.

1 Introduction

During the development of Bulgarian WordNet
(BulNet (Koeva et al., 2004)) at IBL! the need
for a convenient and powerful tool for creating
and processing wordnet arose. Multiple appli-
cations of wordnet in various computational lin-
guistics tasks suggested definition and implemen-
tation of API (Application Programing Interface)
to work with Wordnet as well. The presented sys-
tem, Hydra, solved these problems, and provided
additional benefits such as abstract mathematical
query language, concurrent user access, undo /
redo of user operations, synchronization between
languages. As part of the project CESAR? Hydra
was improved, the range of the supported linguis-
tic databases that it can work with was increased,
configurability and use by end users was greatly
facilitated. Hydra’s code was opened and is cur-
rently used by several teams working with word-
nets for various languages like Croatian and Ro-
manian.

2 Overview

Hydra is a system for dealing with lexical-
semantic networks such as wordnet. It is open

'"http://dcl.bas.bg/
http://cesar.nytud.hu/
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source under the GPL v3 license and it is avail-
able at: http://dcl.bas.bg/en/hydra.
html. The program has a convenient and rich
user interface. Hydra provides an API for access
to the semantic networks of this type, which pro-
vides an abstract and easy access to such linguistic
databases. It was used in the last several years for
the development of BulNet. The relational model
that Hydra uses is generic enough and allowed the
archive of the Department of Bulgarian Dialectol-
ogy and Linguistic Geography at IBL? to be im-
ported and the user interface and API of Hydra
used for its processing.

Hydra supports all the operations necessary for
the creation of electronic linguistic databases sim-
ilar to wordnet (definable in terms of a relational
structure). The main features include editing of
existing synsets and relations adding, editing and
deleting a synonym set, reverting a single action
(undo) or group of actions (cancel), returning a
canceled operation (redo). The second type of
features includes two operations (i) creation of
synsets and relations which do not have analog
in another Wordnet (e.g. language-specific con-
cepts), and (ii) cloning synsets, an operation where
synset is copied from one language wordnet to an-
other.

Hydra is implemented in Python*, using the
platform independent GUI library Tkinter. The
data is managed by a MySQL server, which re-
mains hidden from the end users after the initial in-
stallation. The system has been successfully used
on Windows and Linux.

Hydra has the following important features:

e The program allows users to edit or query any
number of wordnets simultaneously. Individ-
ual wordnets can be synchronized, allowing

*http://ibl.bas.bg/en/departments_en4.
htm
*nttp://python.org/
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simultaneous visualization of the equivalent
synsets in different languages.

e Allows concurrent access by multiple users.

e The changes in the database are available to
all users right after they are made.

e Powerful modal language for searching in
linguistic data (Rizov, 2008), as well as
an user interface with variety of predefined
query utilities:

— simple queries on words and combina-
tions of words

— search with regular expressions using
MySQL syntax

— search formulas - complex searches
based on the Modal Language for Word-
Net.

e Enables checks for completeness and consis-
tency, some of which are built into the pro-
gram.

3 Wordnet as a Relational Structure

This paper does not aim to describe the properties
and applications of wordnet. Let us just recall the
main features to focus on the proposed solution.
Words of the language are divided into synonym
sets (synsets) and their relationships expressed in
relations such as hyperonymy, antonymy, etc (se-
mantic, morpho-semantic and other). (Vossen,
2004) The modal approach to logical represen-
tation of this formalism in Hydra suggests that
wordnet is encoded as a relational structure: a set
of objects and a set of binary relations between
them. Consider the data in Wordnet. We have
synsets provided with:

1. Identifier that is common to the equivalent
meanings (synsets) in different languages

(ili)
2. part-of-speech (pos)

3. encyclopedic definition (definition)

These data will be designated as single type be-
cause they have just one instance in one synset.
We also have those of multiple type such as us-
age examples, the synsets notes (snotes) and oth-
ers. Synsets comprise several words. They
have, in the Bulgarian WordNet, the form of
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the word/compound word (word), basic form
(lemma), and a unique number to identify the word
sense (sense). These are the data of single type.
The members of a synset often are provided with
notes that are of multiple type — we may have
any number of them. The following convention is
adopted for encoding the data as a relational struc-
ture. Objects contain all single type data. Any
object of multiple type is a separate object and its
belonging to the original object is expressed by a
relation. Thus the following 3 types of objects are
defined ( we call them linguistic units). Synset
contains the data: pos, ili, definition and other sin-
gle type data. Literal represents a word in a synset
and contains the data: word, form, sense. Mem-
bership of a literal to synset is expressed by the
relation literal, so every literal in a synset is asso-
ciated with a single synset with this relation. The
third type of object is formally called Note and
presents text information such as examples and
notes. Several provisional relations such as literal
are responsible to assign objects to their ’owners’.
For example, usage examples are associated with
synsets with the relation usage. An important as-
sumption is that each object is associated to ex-
actly one synset. Each synset is associated to it-
self, each literal to the synset it belongs to and each
note is 'part of” exactly one synset or literal and
thus inherits its synset association. This associa-
tion is not explicit but it is important and is true in
the other wordnet representations. It allows to syn-
chronize linguistic units from different languages.
This is achieved by synchronizing their synsets.
Here it is appropriate to mention that synsets in
different languages, which have the same mean-
ing, are connected by the relation i/i.

4 Modal Language for Wordnet

The main task of the modal language is to pro-
vide a clear formalism for queries with sufficient
expressive power with which to address the ma-
jor problems in dealing with Wordnet. This in-
cludes search, validation, synchronization of lan-
guages, etc. This modal language is easy to learn
and use for the average user and does not require
specialized knowledge of databases and program-
ming which is common for other approaches. An-
other advantage of this abstraction is that it hides
the data presentation from the user and allows its
various implementations and modifications. Thus,
it is extremely easy to add new relations or data



(single type) in the already defined types.
Modal language in Hydra is based on that given
in (Koeva et al., 2004).

4.1 Syntax and Semantics

Detailed syntax and semantics of The Modal Lan-
guage for Wordnet is given in (Rizov, 2008). We
will present how the syntax looks in Hydra and
also its informal interpretation. Note that for a
given formula the system returns all objects that
are a model for it (the formula is true in them).
Also, we will use the term query, together with a
formula which is natural in the context of the sys-
tem Hydra.

Atomic Queries:

e Each object in the database has a primary
key and it is a nominal (constant) in our lan-
guage. They are natural numbers divided into
3 disjoint sets, and thus their type is identi-
fiable. Examples: 1 — Literal, 12111003 —
Note, 1231100311 — The synset nominals are
encoded to be portable and depend only on
ili, pos and the language of the synsets they
denote.

e constants $s — all synsets, $1 — all literals, and
$n — all text objects (of type Note) at the lin-
guistic database.

e constants for fields of objects, type('value’),
such as word(’person’). Returns items that
have a field type with value value. To use
a regular expression, add # before the first
quote — word(#’c[au]t’).

Queries:

e Atomic queries are queries.

Let q and r be queries (formulae), then
the following queries are true in the objects
where:

e !q—qis not true;

e q & r—qandr are true;

q | r—qis true or r is true;
e g =>r—(is not true or r is true;

e q <=>r—qandr have the same thruth value.

Let also R be a relation:
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e In x the query <R> q is true if there is
an object y, xRy and q is true in y. In
other words, find those objects, for whose
neighbours by the relation R the query q
is true. For example, to find hypernyms
of synset with number 10140069453, we
need the query <~hypernym>10140069453
(~ R 1is the reversed relation of R) or
<hyponym>10140069453.

e <R,n> q is true in the object x iff
Hy | 2Ry Ay l-¢}| > n. So to find the
synsets with more than one hypernym we can
use the query <hypernym, 1>$s

eIn x is true <Rnm> q iff
{ylzRy Ay l-otm >n|{y|zRy}

4.2 Example Queries

Here are some example queries and how they are
expressed in the defined language:

e Find all literals that have word with value
game: word(’game’), then all of its mean-
ings (synsets): <literal>word(’game’)
and their meanings in bulgarian (bg):
<ili><literal>word(’game’) &lang(’bg’)

o ili(’eng-30-01815628-v’) - returns the synset
with the ILI eng-30-01815628-v in every
wordnet in the wordnet database in which it
is found

e <snote>$n - retrieves all the synsets that
have at least one Snote

o <literal><Inote>note(’pl. t.”) — synsets
that contain literals having an Inote pl. t. D.
Searching in synset-to-synset relations

o <hypernym>ili(’eng-30-02396716-v’) -
matches all the synsets that share a hypernym

5 Graphical User Interface

The user interface consists of a search window and
a window with dictionaries. The search window
provides the entry point to the data in the linguistic
database. It also provides for opening dictionar-
ies for the languages. A very useful innovation is
the loading of results from external sources. File
/ Open menu command loads the file, assuming
that the first word of each non-empty line is an
identifier (nominal) of an object in the database.
The same result is achieved by entering the path



to the file in the search box prefixed with ’file:’,
e.g. “file:/home/boby/biology.txt’. This function-
ality provides an easy way for using results from
external scripts (for example, those who use API
of Hydra). It is very important for some data ex-
tractions that cannot be expressed with the modal
language, such as some transitive closures of rela-
tions. For example, we can find all the hyponyms
of a given synset (not only immediate one) with
this simple script:

from wordnet import wn

def hyponyms (synset) :

for h in wn.relations[’hyponym’].neighbours (synset):

print h.ID()
hyponyms (h)

hyponyms (wn.1ling (1231100311))

Then we can start it, store the output in file hy-
ponyms.txt and open it in the searcher.

$ python hyponyms.py > hyponyms.txt

=0
File
input: \write g
formula [ rex [
Synset: en -w write:1 {}
synset: en -w write:2 {}; save:2 {3}
Synset: en - v write:3 {}: drop a line
Synset: en -w: write: 4 {}
Synset: en -wi write:5 {3}
Synset: en - v write:6 {}
Synset: en -w write:7 {}; compose:]
Synset: en -w spellls {Fwriter® {1
Synset: en -wv: compose:4 {}; write:
Synset: en -w publish:2 {}; write:10
S — P
10 results, page 1 of 1.

Figure 1: Search Window

Each dictionary in the second window contains
multiple views for visualization of a synset. The
dictionary is tied to a single language and displays
the clone (see API) of the current object in this lan-
guage. Dictionaries can be synchronized accord-
ing to the users will.

Synset: bg3 - crpagail (crpasa); 3naHMe:L (34aHWG); MOCTPOMKAIL T0CTROKS), Synset; en3 - buldings3 £); ediicerd &
8

2] ufeng 0029131520 BES T L eospm 2| ufenga0aTatsza acs o

= it
= i

o

=y
=y
=y
=y
>y
>y
>y
>y
>y
>y
>y
>y
>y
2y
7 T

- ryponym bg3 - kel (roa) delete

Figure 2: The Dictionaries Window
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Editing and adding new linguistic units is done
directly in the main view of the dictionary. Data
consistency during concurrent access is provided
by locking of the edited units and their neighbours.
User actions in navigation and editing can be can-
celed one by one (undo), in groups (cancel) and
redone (redo).

A detailed overview of the user interface and
other features of the Hydra system is available in
the user guide:

http://dcl.bas.bg/Tools/Hydra/
Hydra-UserManual.pdf

6 Data Representation

When developing a solution how to store and man-
age the data, the choice fell to relational DBMS
and specifically to MySQL. Hydra instances work
directly with the MySQL server and take care for
consistency of the data during the concurrent ac-
cess. Modal formulas of the Language for Word-
net are translated directly to SQL queries, each
returning those object where the formula is true.
The main data types are stored in the tables corre-
sponding to their names: Synset, Literal and Note.
The relation pair are in table Rel. Also the table
Relation keeps the definitions of the relations in
Wordnet. Hydra is designed to work in a very
general case(Gamma et al., 1995). The data in
an object type is not strictly fixed. Its structure is
configured in module descriptor.py. Consider the
structure of Synset.

class SynsetId(Table):
table = ’Synset’
fields = (’id’, ’ili’, 'pos’,
’stamp’, ’'bcs’, ’lang’,
' frequency’,’domain’)
foreign = {’pos’: POSId,
’lang’: Langld, ’domain’:

'definition’,

DomainId}

In any such definition there are two mandatory
fields: table — specifies the name of the database
tables and fields — list of fields in that table. As is
shown in the example, there is a third field, which
is optional, foreign. It specifies the foreign key
fields. Values in the dictionary are the descrip-
tors of the tables whose keys are stored in the re-
spective fields. Here, such field is pos, the part
of speech of the synset. The ’Synset’ table stores
only keys from the table "POS’. Its descriptor is:
class POSId(Table):

table = "POS"
fields = (’id’, ’name’)

The use of foreign keys has several advantages.

Usually their values are small fixed set. This set is
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easily accessible and its values can be easily mod-
ified without affecting other tables in the database.
For example, we can change the name of a part
of speech, and that will not change any record
in the table Synset. However, users will see the
new name in the synsets. Another place where
the changes need to be specified in the structure
of the data is dbfeeder.py, which is responsible for
database creation and feed with data.

7 API

The entry point of the Hydra API is the object wn
in the wordnet module. Search by a formula is car-
ried out with its get method. The method receives
one argument, formula of the modal language, and
returns a list of all the objects in which the formula
is true. Objects in the result are in three types of
objects, which build wordnet — Synset, Literal and
Note. They are defined in the linguistic_units mod-
ule.
To get all the synsets from language *bg’:

>>> from wordnet import wn
>>> synsets = wordnet.get ("lang('bg’)")

wn.ling constructs an object by its nominal (its
ID in the database).

wn.relations is dictionary of the type ’relation
name’: object of type Relation (defined in module
relations.py)

7.1 Objects

The main wordnet object types inherit the class
Ling. Here are its main methods.

1. to_string(field=None) — return the string rep-
resentation of the object. Can be called with
an optional field name argument, in which
case it returns its string value.

>>> literals = wn.get ("word(’name’)")
>>> print literals[0].to_string()
name:1 {}

>>> print literals[0].to_string(’word’)
name

More convenient way to access the field is:

>>> print literals[0][’word’]
name

2. edit() — turns the object in edit mode

3. from_string(value, field) — when in edit mode,
the field receives the value

4. save() — save the changes and turns the object
in non-edit mode.

>>> print literal[’word’]

name

>>> literal.edit(

>>> literal.from_string(’NAME’, ’word’)
>>> literal.save(

>>> print literal[’word’]

NAME
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5. check() — Used for data consistency checks of
the object and its relations. The inherited ob-
ject provides implementations to maintain the
invariants in the Wordnet structure. It is used
by the user interface. For example, when sav-
ing a Synset it is mandatory to have at least
one Literal. Literals are checked to have non-
empty field word.

6. clonning(lang) — returns the corresponding
object in the language lang. If lang is equal
to the object language, the object itself is re-
turned, otherwise the synset with the same ili
as the synset associated with our object, but
in language lang is returned.

Synset
literals() — returns the list of the literals in the
synonym set.

7.2 Relations

Another type is that of the relations — Relation. It
provides methods to add and remove elements of
relation, use the reverse relation etc. Access to ob-
jects for each of the relations in the database is
provided by the wn.relations dictionary, the values
being of type Relation or its inheritants, such as
ReverseRelation.

>>> relation = wn.relations[’hypernym’]
>>> relation[’name’]
u’ hypernym’
>>> relation[’rname’ ]
u’ hyponym’
>>> synset = wn.get ("<literal>word(’game’)") [0]
>>> print relation.neighbours (synset) [0].to_string()
en - n: activity:2 {}
The example demonstrated the method
netghbours, which returns the immediate

neighbours of the given linguistic object.

7.3 Applications

The API is used in many products of DCL like
the DCL Search Engine®, Bulgarian WordNet—
web access® (RESTful webservice) etc. The GUI
classes were used for the open source corpora an-
notation tool Chooser’ but their use is beyond the
scope of this paper.
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Abstract

This paper reports on the development of
the prototype African Wordnet (AWN)
which currently includes four languages.
The resource has been developed by
translating Common Base Concepts from
English, and currently holds roughly 42
000 synsets. We describe here how some
language specific and technical challenges
have been overcome and discuss efforts to
localise the content of the wordnet and
quality assurance methods. A comparison
of the number of synsets per language is
given before concluding with plans to
fast-track the development and for
dissemination of the resource.

1 Introduction

Wordnets for African languages were
introduced with a training workshop for
linguists, lexicographers and computer

scientists facilitated by international experts in
2007. The development of wordnet prototypes
for four official South African languages
started in 2008 as the African Wordnet Project.
This project was based on collaboration
between the Department of African Languages
at the University of South Africa (UNISA) and
the Centre for Text Technology (CTexT) at the
North-West University (NWU), as well as
support from the developers of the DEBVisDic
tools at the Masaryk University'. The initiative
resulted in first versions of wordnets for
isiZulu [zul], isiXhosa [xho], Setswana [tsn]
and Sesotho sa Leboa (Sepedi) [nso]’, all
members of the Bantu language family. An
expansion of the African Wordnet followed in
2011, and currently the development has
entered a third phase that aims at solidifying
the African Wordnets as a valued resource
with formal quality assurance, as well as

' See http://deb.fi.muni.cz/clients-
debvisdic.php

Each language is followed by its ISO 639-3 code
(ISO 2012) in order to distinguish one language from
other languages with the same or similar names and
to identify the names of cross-border languages.
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further expansion of the synsets, definitions
and usage examples. Figure 1 gives an
overview of the development, as well as the
deliverables in each phase.

In this paper, we reflect critically on the
previous phases in development including
challenges faced and  solutions to some
common problems. Section 3 gives a brief
report on the current standing of the African
wordnets and sections 4 and 5 give details
regarding future work.

April 2007: First workshop
on wordnet development

January 2008: First phase in development for
Setswana, isiZulu, isixhosa and Sepedi
commences. Funded for 3 years by SA
Department of Science and Technology.

5 0

19 January 2011: End of first phase and launch of
4 prototype wordnets with 40 000 synsets
included.

1 April 2011: Second phase kicks
off. 1 year with funding by SA
Department of Arts and Culture.

31 March 2012: End of second phase, adding
2 000 synsets and 8 250 definitions

1 November 2012- Third phase, funded by
Unisa's Women in Research Fund. begins.

6O & &4

31 October 2015 End of third phase with:
*15 000 new synsets and definitions for 5
languages,

*10 000 usage examples,
“Quality assurance and
*Research outputs.

8

A

Figure. 1. Timeline of development in the African
Wordnet Project.

2 Status quo after the first 2 phases

During the first phase (2008-2010), linguists
who had participated in the introductory
workshop were invited to partake in the
project. Linguists representing the four
languages mentioned above, volunteered and
since then, the development has been constant
with two phases completed. Table 1 gives a
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mailto:jshin@csie.ncnu.edu.tw
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summary of the total number of synsets and
definitions that have been developed thus far.

Language Synsets Definitions
isiZulu 10000 2563
isiXhosa 10 000 2370
Setswana 15000 1755
Sesotho sa Leboa (Sepedi) 7005 2062
Total 42005 8250

Table 1. Total number of synsets and definitions
developed for four African languages.

As will be mentioned in section 3, the team
faced many challenges and had to apply some
creative problem solving at times. During the
first two phases, important fundamental
training and development had to be done, for
instance a second workshop, again facilitated
by international wordnet experts was held at
the beginning of 2011, followed by training on
more  technical aspects of  wordnet
development such as automated quality
control, in 2012. The core project team has
stayed largely unchanged and renewed funding
for a third phase of development contributed to
the continued growth of the African Wordnets.

3 Challenges to the development of
African Wordnets

3.1 Availability of resources

The languages in this project are considered
resource scarce compared to most other
languages listed in The Global WordNet
Organization® in the sense that lexical
resources are relatively limited. The four
languages included in the project so far,
however, each have at least one or two paper
dictionaries  available,  ranging  from
monolingual to bilingual general purpose or
learners’ dictionaries. Apart from a basic on-
line dictionary for Sesotho sa Leboa® and

isiZulu.net’, which is an online isiZulu-English
dictionary that anyone can contribute to,
containing bidirectional lookups as well as
basic morphological decomposition, there are

no online or machine-readable lexicons
available for any of the languages.
Currently only relatively restricted

unannotated and not freely accessible corpora
are available. For example, the University of

3 See http://globalwordnet.org/?

page_ id=38
See http://africanlanguages.com/sdp/
See http://isizulu.net/
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Pretoria Corpora (Prinsloo & de Schryver,
2005:101) range from approximately two to
nine million tokens for the various South
African languages. Three types of corpora
have been collected, viz. general purpose
(LGP) corpora, special-purpose (LSP) corpora
and true parallel corpora. The main
characteristics of the eleven South African
LGP corpora, which are the biggest of the
three types built, are shown in Table 2.

Corpus Name Acronym | Tokens Types
Pretoria isiNdebele PNC 1,959,482 250,990
Corpus
Pretoria siSwati PSwC 4,442,666 | 293,156
Corpus
Pretoria isiXhosa PXhC 8,065,349 846,162
Corpus
Pretoria isiZulu PZC 5,783,634 | 674,380
Corpus
Pretoria Xitsonga PXiC 4,556,959 115,848
Corpus
Pretoria Tshivenda PTC 4,117,176 118,771
Corpus
Pretoria Setswana PSTC 6,130,557 157,274
Corpus
Pretoria Sesotho sa PSC 8,749,597 165,209
Leboa Corpus
Pretoria Sesotho PSSC 4,513,287 107,102
Corpus

Table 2. Pretoria LPG corpora.

Smaller, unannotated parallel corpora are
freely available from the newly established
Resource Management Agency (RMA).
Recently the NLP Group of the University of
Leipzig has also made corpora for most of the
languages in the African Wordnet project,
freely available (Wortschatz Universitit
Leipzig, 2013). Although these corpora are
unannotated and still relatively small, the
development work seems promising.

The agglutinating nature of the African
languages belonging to the Bantu language
family, particularly for those with a
conjunctive orthography e.g. isiZulu and
isiXhosa, call for morphological annotation
for the purposes of accurate corpus searches.
Although prototypes of  rule-based
morphological analysers have been developed
for the mentioned two languages, these are not
freely available yet (cf. Bosch et al., 2008).
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Due to the limited availability of
lexicographic and basic language resources
for the African languages, wordnet

construction thus presents a challenging and
time-consuming task for the linguists.

3.2 Language specific challenges

A number of language specific challenges
anticipated at the beginning of the project are
discussed in Le Roux et al. (2007) and will not
be repeated here. However, a number of
additional challenges were encountered, some
of which are dealt with in more detail in a
parallel paper (cf. Mojapelo, 2014). For
example, consider the following synset for
“breaststroke™:
{00572097} <noun.act>[04] S: (n)
breaststroke#1 (a swimming stroke;
the arms are extended together in front
of the head and swept back on either
side accompanied by a frog kick)

A whole discussion arose around the isiZulu
version of the above synset since a dictionary
entry of  the verb -gwedla (swim by
breaststroke OR paddle/row) was found in a
bilingual dictionary (Doke & Vilakazi,
1964:285). The debate among linguists was
whether -gwedla in the infinitive, i.e.
ukugwedla (lit. to swim by breaststroke) would
be a suitable representation in isiZulu. Some
felt that -gwedla is more commonly used in the
context of ‘rowing an actual boat’. To
complicate matters, no equivalents for other
swimming strokes such as butterfly,
backstroke, freestyle etc. are lexicalised in
isiZulu, or for that matter, any of the languages
in the project.

33 Technical challenges

One of the major worries for the African
Wordnets team, was securing continual
funding for the very important base work. Not
only was funding needed to provide technical
assistance and project management, but also to

reimburse  linguists for the linguistic
development of the wordnets. All of the
linguists involved with this project are

employed full time at academic institutions
and are not able to devote much of their

workday to development of the wordnets,
6 See http://wordnetweb.princeton.edu/
perl/webwn?
c=6&sub=Change&o2=1600=1&08=16&01=1&0
7=1&05=1609=&06=1&03=1604=1&1=0&h=10
000&s=breaststroke
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slowing progress almost to a standstill. The
BalkaNet project, for instance, also
incentivised or contracted the initial
development of wordnets for Bulgarian, Greek,
Romanian, Serbian and Turkish. The core
wordnets delivered at the end of the 3 year
project contained roughly 8000 synsets,
developed in 3 years — comparative to our 10
000 synsets in each of our African wordnets.
The Serbian team then continued development
on a voluntary basis and in the next 2 years
(2006 — 2008) could only add another 2240
synsets (Krstev et al., 2008). This supports our
decision to apply for further funding and
continue incentivising the development in
order to speed up the process to a point that the
wordnets are a truly useful tool for the creation
of other NLP applications (where an excess of
200 000 synsets have proven to make a
considerable difference in the quality those
applications can deliver).

A number of problems with the connection
to the server were reported by the linguists.
These problems related mainly to the high
level of network security and restricted access
at the universities involved. The project team
was dependent on collaboration of IT-
departments from three universities, as we had
no direct control over security policies,
firewalls, etc. The distance between the
linguists (mostly at UNISA in Pretoria, South
Africa) and the support team (NWU in
Potchefstroom, some 160 km away) also posed
a threat to project progress. This risk was
managed through an intent focus on regular
communication between the sites, and the
implementation of a backup plan, namely
reverting to working on Microsoft® Excel
spreadsheets during ‘down-time’, and then
importing them to the database and online
DEBVisDic environment afterwards. Some
linguists also experienced regular interruptions
in internet connectivity due to a weaker
infrastructure in the whole of South Africa.
Being able to revert to this offline method,
meant that they could continue working from
home without needing a constant internet
connection.

Human capital development also took time
and since this is the first project of its kind for
African languages, new technical skills, like
working with the DEBVisDic tools, had to be
learnt. Because of the slow progress in the first
project, the project team had to include more
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linguists in the development of synsets and
definitions than initially planned. The
advantages of this were twofold. Not only did
the progress speed up significantly and were
we able to deliver the contracted number of
new synsets and definitions on time, but more
South African linguists were trained in
development of wordnets.

4 Current development

4.1 Introducing the third phase

The aim of the current third project is an
extended scope of the African Wordnet Project
which gained considerable momentum over the
past 4 years. Our primary aim is to develop at
least 15 000 new synsets and definitions, to
add usage examples to existing synsets and to
do continual quality assurance on the
wordnets. Most importantly, a 5" African
language, Tshivenda [ven], is being added to
the project. From the previous phases, it
became clear that a stronger emphasis needs to
be placed on localisation of the wordnet. It was
found that many synsets in the English
wordnet are not concepts that belong in the
African environment (lexicalised items).
During this phase, greater care will be taken to
ensure that truly African synsets are included.

4.2 Quality assessment and semi-
automatic assistance

As mentioned earlier, very few core
technologies exist for the resource scarce
African languages. For this reason, many of
the internationally proven methods to do
quality assessment on wordnets could not be
applied (cf. Smrz, 2004 and Kotz¢, 2008). The
team did have access to proprietary spelling
checkers developed for Microsoft® Office.
These spelling checkers can be seen as so
called first generation technologies, since very
little language analysis like with grammar or
morphological analysers is available and they
rely strongly on lexicon lookup.

The Excel sheets and online versions of the
wordnets were consolidated in a single XML
file per language before three categories of
possible errors were identified automatically.
Cells with potential problems were indicated
with coloured formatting and linguists were
asked to pay special attention while doing
quality assessment to these cells. The error
categories are:

» Possible spelling errors,
*  Empty (critical) fields, and

e Formatting errors (i.e. missing or
invalid sense numbers, English IDs
and SUMO/MILO relations,
recognised with a simple Perl script).

4.3 Localisation of the base concepts

Most of the initial decisions made regarding
the design of the African wordnets, were based
on the experiences of 2 international projects,
namely the BalkaNet project and the EuroNet
Project. In both these successful endeavours,
the project teams drew up an initial list of the
most important concepts to use as seed terms
to start building wordnets. These so-called
Base Concepts are regarded as “the
fundamental building blocks for establishing
the relations in a wordnet and give information
about the dominant lexicalization patterns in
languages” (GWA, 2013). The list of Common
Base Concepts created in the EuroNet project
contains roughly 1024 synsets. These Common
Base Concepts were extended to 5000 synsets
and mapped to the Princeton WordNet 2.0 in
the BalkaNet project, using a similar approach,
but applied to other (mostly European)
languages.

During the first 2 phases, we followed the
guidance given in the extended Common Base
Concepts lists. It soon became clear that a
more localised approach was needed, as this
and the Princeton Core Concepts list’ contain
concepts that do not accurately describe the
African context. Linguists were spending too
much time on foreign concepts and especially
the less experienced linguists did not have the
confidence to venture off this list too far. Table
3 gives some examples of nouns that are not
lexicalised in the African languages.

Princeton core set EuroNet base concepts
abbey abnegator
apparatus bellyacher
aquarium calligrapher
baseball gasbag
bishop mesomorph
buffet scaremonger
kit slowcoach
mars tiger
mosaic twerp
soprano urchin

Table 3. Unfamiliar words in international
standards.

7 See http://wordnet.princeton.edu/
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When adding the new Tshivenda wordnet to
this project, we decided to take a careful look
at the concepts we use as the seed terms. Our
premise was that more localised terms might
be extracted from real-world parallel corpora.
To examine the difference, a multilingual
parallel corpus, including English, Setswana,
isiZulu, isiXhosa, Sesotho sa Leboa and
Tshivenda equivalents was acquired from the
RMA. The English version of the parallel
corpus contained 50 000 tokens and was used
to compare the African languages data to the
Princeton core concepts.

From the multilingual corpus, we extracted
a frequency list for Tshivenda and Setswana.
The next step was to compare the 5000 most
frequent Tshivenda and Setswana words in the
multilingual African wordlist to the list of
(English) base and core concepts mentioned
above. Table 4 below shows some of the
concepts unique to the African language list.
The frequency of the word is given in

brackets.

Noun Frequency
benefit 2042
basket 71
conflict 419

lodge 177
malaria 355

mandate 838

mine 321

money 1592
soil 104
water 2964

Table 4. Frequent nouns from a large multilingual
African language corpus.

It is clear that our frequency list includes
concepts that reflect unique African language
usage. The Princeton and EuroNets lists both
include concepts that might not be completely
unknown in an African context, but that
certainly are less commonly used.

The new approach proposed in this third
phase of the African Wordnets project entails
extracting a subset of concepts that were
present in this list. We now have a list of
concepts that are both internationally regarded
and frequent in African corpora. This new list
of roughly 1000 concepts was shared with the
linguists as a starting point for Tshivenda. For
the other four languages, we extracted the list
of concepts that were not added in the previous
projects to use as a starting point for new
development in this phase.
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5 Conclusion and future work

5.1 Comparing development in the 4
languages

Figures 2 and 3 represent the total number of
synsets and definitions for each language
combination. This comparative review gives a
clear indication of fast-tracking possibilities
for each language by using the
synsets/definitions of its closely related
counterpart language. For example, synsets or
definitions developed for isiZulu and not for
isiXhosa, can be fast-tracked for the latter
since both languages belong to the Nguni
language group, and vice versa. On the other
hand, synsets or definitions developed for
Setswana and not for Sesotho sa Leboa
(Sepedi), can be fast-tracked for the latter since
both languages belong to the Sotho language
group, and vice versa.

Comparison of Synsets
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only | Only | only | Only | Zulu | Zulu
Zulu | Xhosa | Tswan | Sepedi| and | and
Xhosa | Tswan

Zulu | Xhosa | Xhosa | Tswan | Zulu, | zuly, | Zulu, |Xhosa, | Al
and | and | and | aand | Xhosa | Xhosa | Tswan |Tswan [African
Sepedi|Sepedi| and | and | aand |aand |Langua

Sepedi | Tswan
a Tswan | Sepedi | Sepedi | Sepedi | ges

a
WSeries1| 949 | 163 | 4037 | 215 | 1621 | 508 9 429 | 1548 | 1527 | 2671 | 262 | 622 | 1196 | 1990

©

Figure 2. Comparison of synsets completed for
each language.

Comparison of Definitions added

4
Only | Only | Only | Only | Zulu | Zulu | Zulu | Xhosa

Zulu | Xhosa | Tswan [Sepedi| and | and | and | and
a

a
mseriest| 1248 | 864 | 1190 | 1069 | 843 | 177 | 170 | 5 |40 | 189 | 61 | 22 | 2 | 322 | s

Figure 3. Comparison of definitions completed for
each language.

5.2 Dissemination of the information
Since the resource that will be further
developed in this project is vital to so many




linguistic and language technology
endeavours, it is essential that it be accessible
to all researchers in the field. After quality
assurance (see section 4.2) the wordnets will
be included in the repository of the RMA, who
will advertise and make available the wordnets
for others to use. The appropriate licensing
options and usage rights (most probably under
one of the Creative Commons licenses®), will
also be determined in conjunction with the
RMA.

5.3 Conclusion

The African Wordnet project is unique in its
approach to create wordnets for several
languages in parallel, resulting in a very
important language resource. This approach
allows team members to share experiences
during the process and thus build the lexicon
more effectively. It also allows for a
multilingual resource that can be applied in
various other technologies, such as for
machine translation, extracting content for
learner's dictionaries and other teaching
material, but also as a reference for linguists.
There is still much work to be done, but by
learning from previous projects and keeping
the ultimate goal of a rich linguistc resource in
mind, we trust that this work will fill many
gaps in NLP in South Africa and Africa as a
whole.
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Abstract

The paper describes the structure and current
state of RuThes — thesaurus of Russian lan-
guage, constructed as a linguistic ontology.
We compare RuThes structure with the
WordNet structure, describe principles for in-
clusion of multiword expressions, types of re-
lations, experiments and applications based on
RuThes. For a long time RuThes has been de-
veloped within various NLP and information-
retrieval projects, and now it became available
for public use.

1 Introduction

Since its appearance Princeton WordNet has at-
tracted a lot of attention of researchers and other
specialists in natural language processing and
information retrieval (Fellbaum, 1998). National
wordnets for many languages in the world were
initiated.

For developing a wordnet for a new language,
several approaches can be applied. The first ap-
proach is based on automated or manual transla-
tion of Princeton WordNet (Balkova et al., 2008;
Linden and Carlson, 2010). The second approach
consists in creating of a wordnet from scratch
using language-specific dictionaries and corpora
(Climent et al., 1996; Azarowa, 2008; Kunze and
Lemnitzer, 2010). This approach often implies
the modification of the initial set of Princeton
WordNet lexical relationships, introduction and
justification of new relations, which usually re-
quires additional time-consuming efforts (Ma-
ziarz et al., 2013; Pedersen et al., 2012).

At least three attempts to create a Russian
wordnet are known. RussNet (Azarowa, 2008)
began to be developed from scratch and at this
moment continues to be quite small (not more
than 20 thousand synsets). Two other Russian
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Research Computing Center
of Lomonosov Moscow State
University
dobrov_bv@mail.ru

wordnets were generated using automated trans-
lation (Gelfenbeyn et al., 2003; Balkova et al.,
2008). The former one is publicly available
(http://wordnet.ru/) but represents the di-
rect translation from Princeton Wordnet without
any manual revision. The webpage of the latter
one ceased to exist.

The structure of Princeton WordNet (and other
wordnets) is based on sets of partial synonyms —
synsets, organized in hierarchical part-of-speech-
based lexical nets according mainly to hypony-
my-hypernymy relations. Every part-of-speech
net has its own system of relations.

Wordnets are often referred as linguistic or
lexical ontologies (Magnini and Speranza, 2002;
Veale and Hao, 2007), synsets of WordNet are
often considered as lexicalized concepts. How-
ever, wordnets are mainly intended to describe
lexical relations, what is quite different from the
primary aim of ontologies to describe knowledge
about the world, not about the language (Buite-
laar et al., 2009; Nirenburg and Raskin, 2004).
This difference reveals, for example, in the
above mentioned division of wordnets to differ-
ent part-of-speech subnets, because a part of
speech cannot be a divisive feature in construc-
tion of ontologies.

In this paper we will consider the structure and
current state of Thesaurus of Russian language
(linguistic ontology) RuThes, which for a long
time has been developed within various NLP and
information-retrieval projects (Loukachevitch
and Dobrov, 2002), and now it is prepared to
become available for public use. In this resource
we attempted to create a linguistically moti-
vated ontology (not a lexical net), based on the
denotational part of lexical senses and concept-
based (not lexical) relations. At present, RuThes
comprises more than 158 thousand unique words
and expressions, which are structured into 53.5
thousand concepts.
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The structure of this paper is as follows. Sec-
tion 2 is devoted to the comparison of units in
ontologies, wordnets and information-retrieval
thesauri. In Section 3 main components of
RuThes are considered. In Section 4 we describe
several applications and the evaluation of
RuThes. At last in Section 5 we describe our li-
censing policy for RuThes distribution.

2 Units in Ontologies, Wordnets and
Information-Retrieval Thesauri

Ontologies are often considered as logical theo-
ries, which should be independent of natural lan-
guage (Buitelaar et al., 2009; Smith, 2004). The
general recommendations on the ontology con-
cepts (classes) are usually described as follows
(Noy and McGuinness, 2001; Nirenburg and
Raskin, 2004):

e one needs to distinguish the concept and
its name, i.e. synonyms do not represent
different classes, synonyms are just differ-
ent names of the concepts

e a concept should be distinctly different
from its parent and from the concepts at
the same level (sibling concepts).

However, to use ontologies in natural lan-
guage processing, concepts of ontologies should
be associated with language expressions and
structures. In (Maedche and Zacharias, 2002;
Buitelaar et al., 2006; Buitelaar et al., 2009) spe-
cial models for linking natural language expres-
sions and ontological entities are proposed.

From another point of view, an ontology can-
not be fully independent of natural language. Ch.
Brewster and colleagues (Brewster et al., 2005)
stress that people manipulate concepts through
words. In all known ontologies the words are
used to represent concepts. Therefore, phenome-
na that are not verbalized, cannot be modeled.
Y. Wilks (Wilks, 2008) asserts that the symbols
in representation languages are fundamentally
based on the natural language.

WordNet was created as a lexical rather than
ontological resource (Fellbaum, 1998). However,
over time, the growing importance of the onto-
logical research, as well as the similarity of the
WordNet noun hierarchy with an ontology be-
came apparent (Miller and Hristea, 2006).

At the same time there exist a lot of deficien-
cies of WordNet descriptions from the ontologi-
cal point of view (Guarino, 1998). Numerous
examples of confusion between a concept and its
names can be found in WordNet (Loukachevitch,
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2009). Separate synsets are introduced for dif-
ferent ways of naming the same entities includ-
ing the support of specific hierarchies for differ-
ent parts of speech, for description of old and
new names of the same entities, specific word
usage in different dialects of the language or text
genres (moke - donkey, nose - nozzle) etc. This is
due to the fact that the basic relation in WordNet
is the synonymy, based on the principle of subs-
titution of one for another in sentences (Fell-
baum, 1998). Some of new wordnets enhance the
diversity of lexical relations between words to
describe mainly their derivational links (Azaro-
wa, 2008; Derwojedowa et al., 2008; Maziarz et
al., 2013; Bosch et al., 2008).

However, it was supposed in (Edmonds and
Hirst, 2002; Hirst, 2009) that a fine-grained hie-
rarchy is inappropriate as a model for the rela-
tionship between the senses of near-synonyms in
a lexicon for any practical use in tasks such as
machine translation and other applications. They
assert that, "what is required is a very coarse-
grained conceptual hierarchy so that whole clus-
ters of near-synonyms are mapped to a single
node: their core meaning”.

If to look at information-retrieval thesauri as
representative sources of the terminology and
domain knowledge one can see that most stan-
dards and guidelines for information-retrieval
thesauri construction highlight the connection
between the terms and concepts of a subject field
(ISO 2788-1986, 1986; 739.19, 2005). So the
American standard Z39.19 points out that a term
is one or more words referring to a concept
(Z39.19, 2005). A concept is considered as a unit
of a thought, regardless of the terms that express
them.

Creating RuThes as an ontology with concept-
based (not lexical) relations, we assumed that the
concept-oriented approach to the lexical know-
ledge representation gives the possibility of bet-
ter matching between languages (Edmonds and
Hirst, 2002), more natural connection with do-
main terminologies, which are inherently con-
cept-based (Z39.19, 2005); and more reliable
logical inference based on current ontological
research (Masolo et al., 2003; Guarino, 2009;
Guizzardi, 2011).

3 RuThes linguistic ontology

RuThes Thesaurus of Russian language can be
called a linguistic ontology for natural language
processing, i.e. an ontology, where the majority



of concepts are introduced on the basis of actual
language expressions.

In construction of RuThes we combined three
different methodologies:

o methods of construction of information-
retrieval thesauri (concept-based units, a
small set of relation types, rules of multi-
word expression inclusion)

o development of wordnets for various
languages (language-motivated units, de-
tailed sets of synonyms, description of
ambiguous expressions)

e ontology research (concepts as main
units, strictness of relation description, ne-
cessity of many-step inference).

RuThes is a hierarchical network of concepts.
Each concept has a name, relations with other
concepts, a set of language expressions (words,
phrases, terms) whose meanings correspond to
the concept.

3.1 RuThes units

In RuThes, a unit is presented not by a set of
similar words or terms, as it is done in the
WordNet thesaurus, but by a concept — as a unit
of thought, which can be associated with several
synonymic language expressions. Every concept
should have distinctions from related concepts,
which are independent from context and should
be expressed in specific set of relations or
associated language expressions — text entries.
Words and phrases, which meanings are
represented as references to the same concepts of
the thesaurus, are called ontological synonyms.
Ontological synonyms can comprise:
e words belonging to different parts of
speech (stabilization, stabilize, stabilized)
— therefore the number of RuThes
concepts is approximately 2.5 times less
than in a wordnet-like resource of the
same size. Text entries are provided with
part-of speech information;

o language expressions relating to different
linguistic styles, genres;

e idioms and even free multiword ex-
pressions (for example, synonymous to
single words).

Each concept should have a clear, univocal
and concise name. Such names often help to
express, delimit the denotational scope of the
concept. Besides, such names facilitate the ana-

lysis of the results of natural
processing.
Name of a concept can be;

¢  one of unambiguous text entries;

language

e  an unambiguous multiword expression;

e a pair of synonyms that uniquely iden-
tifies the concept;

e an ambiguous word with a relator similar
to those used in traditional information
retrieval thesauri (239.19, 2005).

If necessary, a concept may have a gloss,
which is not a part of the concept name.

Language expressions that may give rise to a
separate concept in RuThes belong not only to
the general vocabulary, but also can be terms of
specific subject domains within the broad scope
of social life (economy, law, international
relations, politics, transport, banks, etc.), so-
called socio-political ~ domain  (Loukache-
vitch and Dobrov, 2004).

This is due to the fact that many professional
concepts, terms, and slang of these domains pe-
netrate easily into the general language, and can
be widely discussed in mass media. Besides,
such a scope of concepts facilitates the app-
lication of RuThes in specialized subdomains of
the broad socio-political domain. Examples of
such concepts in RuThes include: EMERGENCY
LOAN, TAX EXEMPTION, IMPORT TAX, DE-
MOGRAPHIC INDICATOR etc.

In fact, we subdivide the whole scope of
RuThes concepts to:

e  General Lexicon comprising concepts
that can be met in various specific
domains. In this, General Lexicon app-
roximately corresponds to the Factotum
domain in the Wordnet domain set
(Gonzalez et al., 2012; Bentivogli et al.,
2004),

e and Socio-political Thesaurus con-
taining thematically oriented lexemes and
multiword expressions as well as domain-
specific terms of the broad sociopolitical
domain.

After a concept has been introduced, an expert
searches for all possible synonyms or derivative
synonyms (that is derivates preserving the sense
of an initial word), single words and phrases that
can be associated with this concept. For example,
a concept JJVIIIEBHOE CTPAJJAHUE (wound
in the soul) has more than 20 text entries inclu-
ding such as: Goaw, 6016 6 Oywe, 6 dywie Ha-
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boneno, dywa boaum, Oywa caOHum, OYyuleeHAs
nelmKa, OyulesHas paua, OVUegHbll Hedye,
Habonemyv, pana 6 Oyule, pana 8 cepoye, paHa
oywiu, caonums (several English translations
may be as follows: wound, emotional wound,
pain in the soul etc.).

At present RuThes includes 53.5 thousand
concepts, 158 thousand unique text entries (75
thousand single words), 178 thousand concept-
text entry relations, more than 215 thousand
conceptual relations.

3.2 Multiword expressions in RuThes

One of difficult issues in wordnet development is
inclusion of synsets based on senses of multi-
word expressions, for example noun compounds
(Bentivogli and Pianta, 2004; Agirre et al., 2000;
Kunze and Lemnitzer, 2010). Two main ques-
tions are usually discussed here: what are the
principles of inclusion of multiword expressions
(especially compositional or semi-compositional
ones) and what types of relations should connect
a multiword expression and its components in
the wordnet structure.

In RuThes introduction of concepts based on
multiword expressions is not restricted and even
encouraged if (and only if) this concept adds
some new information to knowledge described in
RuThes.

Such  additional information
subdivided into several types.

A concept denotes an important entity. So in
our Russia-oriented resource [IPE3M/[EHT
POCCHHCKOH ®EJJEPALIUN (Russian Pre-
sident) is an example of such a concept. Another
variant of the same issue is the existence of im-
portant parts or participants for an entity or
event. So, for APEH/IA (lease) concept, such
additional concepts as APEH/HAA IIVIATA
(lease payment), APEHJJHBIH JJOTOBOP (lea-
se agreement), APEH/[HOE HMYIIECTBO
(leasehold property) are introduced, because they
present important issues of lease services. At the
same time concept APEHJ{HBIH JJOI OBOP
(lease agreement) is an important subtype of
concept ['PAXKIAHCKO-IIPABOBOH JIOIO-
BOP (legal agreement).

A new concept has relations that do not follow
from the component structure of an underlying
multiword expression. This is a reason to intro-
duce concept U3bPAHHUE I1AIIBI PUMCKOI'O
(papal election) - it has a relation to concept
KOHKJIAB (papal conclave). Another example
is concept THOHUHI' ABTOMOBHUJIA (car

may be

tuning)  having  relations  to
ABTOCEPBHUC (auto service).

A new multiword-based concept has a text
entry that is not motivated by the component
structure of a basic expression, for example, con-
cept 3ACHYTh 34 PYJIEM describes also an
"interesting" synonym 3acHyms 60 epems 08u-
acenus (compare English expressions falling
asleep at the wheel and falling asleep while dri-
ving). Also this concept has an "interesting" rela-
tion to concept JOPOKHO-TPAHCIIOPTHOE
HIPOUCLIECTBUE (road accident).

At last, an important additional factor, which
can stimulate inclusion of a concept to the
thesaurus, is the ambiguity of components of an
unambiguous phrase, such as nonooicenue oen

(state of affairs).
3.3 RuThes relations

concepts

RuThes relations are of conceptual nature, not
lexical ones. It is not a simple task to choose an
appropriate set of relations for such a broad and
diverse scope of concepts. RuThes has a small
set of conceptual relations consisting of three
main relations that are also applicable to a lot of
various domains (Dobrov and Loukachevitch,
2006) and describe the most important links of a
concept.

The first relation is the traditional hyponymic
(taxonomic) relation. To establish such relations
we apply additional tests similar to ones used in
ontology development. The tests are directed to
avoid incorrect use of taxonomic relations and
not to mix them up with other types of relations,
because errors in relation types degrade logical
inference Gangemi et al., 2001).

We consider role-type relations as especially
dangerous ones when a role concept (such as
EMPLOYEE) is located as a parent concept for a
type (as PERSON) (see discussion about roles
and related problems in (Guarino, 1998;
Gangemi et al, 2001; Fellbaum, 2002)).
Therefore  establishing  the  taxonomic
relationship we also check the fulfillment of the
following principle: every instance of a child
concept should be at the same time the instance
of a parent concept (not every person is an emp-
loyee).

The second conceptual relation used in
RuThes is the part-whole relation. The part-
whole relations can be applied in various
domains, exist in diverse forms. Therefore in
computer resources different  approaches
representing these relations can be taken
(Winston et al., 1987; Guarino, 2009; Sowa,
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2000). So, for example, the tradition to describe
part-whole relations in wordnets differs
considerably from the guidelines of information-
retrieval thesauri construction (Z39.19, 2005;
Fellbaum, 1998).

In RuThes we use the generalized part-whole
relation, which means that besides traditional
types of part-whole relations (physical parts,
process parts), relations between the following
types of entities can be considered as part-whole
relations:

e an attribute and its bearer,

e arole or a participant of a situation and
the situation: investor - investing, player -
playing (compare (Loebe, 2007)),

e entities and situations in the encompass-
ing sphere of activity: industrial plant -
industry, tennis racket - tennis, tennis
player - tennis. So these subtypes of part-
whole relations in RuThes play the role of
so-called WordNet domains, which were
introduced to alleviate “tennis problem” —
the lack of relations between synsets in-
volved to the same situation or domain
(Bentivogli et al., 2004; Gonzalez et al.,
2012)

and several others.

In such a broad scope RuThes part-whole rela-
tions are close to so called internal relations
(parthood, constitution, quality inherence, and
participation) as described in (Guarino, 2009).

At the same time RuThes part-whole relations
have a very important restriction: a concept-part
should be related to its whole during normal ex-
istence of its instances: so called inseparable
parts or mandatary wholes (Guizzardi, 2011).
From this point of view, TREE concept is not
described as part of FOREST concept, because
trees can grow in many places, not only in fo-
rests.

Thus, the inference mechanism can rely on the
chain of part-whole relations so we use the tran-
sitivity of such restricted part-whole relations
(Guizzardi, 2011).

Let us see examples of the transitivity chain of
part-whole relations:

«  (whole (ACCUSED PERSON, PUBLIC
PROSECUTION),

* whole (PUBLIC PROSECUTION
JUDICIAL TRIAL ),

*  whole (JUDICIAL TRIAL, JUDICIAL
PROCEEDINGS))

* > whole (ACCUSED PERSON,
JUDICIAL PROCEEDINGS)

The next relation in RuThes ontology is un-
symmetrical ~ association  asc;-asc;,  which
represents external dependence in ontological
terms (Gangemi et al., 2001; Guarino, 2009).

This relation is established between two con-
cepts C; and C, when two requirements are ful-
filled:

e neither taxonomic nor part-whole rela-

tions can be established between C; and C,
in RuThes linguistic ontology,

o the following assertion is true: C, exists
means C; exists (necessarily existent enti-
ties are excluded from consideration).

These two conditions mean that concept C,
(dependent concept) externally depends on C;:

ascy (Cy, Cp) = asc; (C}, Cy)

Examples of dependent concepts for
AUTOMOBILE concepts are as follows:

o asc; (AUTOMOBILE, AUTOMOTIVE
INDUSTRY):  concept AUTOMOTIVE
INDUSTRY exists only if concept
AUTOMOBILE exists;

o asc; (FOREST, TREE) concept FOREST
exists only if concept TREE exists.

Relations of ontological dependence are appli-
cable in various domains, therefore they are
usually used in top-level ontologies (Sowa, 2000;
Masolo et al., 2003; Grenon, 2003). Besides in
(Kumar and Smith, 2004) authors discuss the
importance of such a relation for the biology
domain: cell movement cannot exist without
cells. It is the first time when such relations are
basic relations for a linguistic ontology.

An additional advantage of using this relation
in linguistic ontologies consists in its usefulness
for description of links between a concept based
on the sense of a compositional multiword ex-
pression and concepts corresponding to the com-
ponents of this multiword expression.
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Fig 1. F1-measure, precision and recall of text categorization systems at ROMIP 2007.

So a multiword-based concept (for example,
AUTOMOBILE RACING) is described as a de-
pendent concept and its component concept
(AUTOMOBILE) as a main concept. This allows
us to introduce concepts based on various types
of multiword expressions as described in section
3.2 and establish their necessary relations.

To conclude this section, we would like to
stress there exists the similarity between all
above-mentioned relations, which determines
their considerable importance in concept descrip-
tion. These relations are established when con-
cept instances or concepts themselves should
coexist, what means that using these relations,
we describe the most inherent (and, therefore,
reliable) relations of concepts.

4 Testing RuThes in Automatic Docu-
ment Processing

RuThes lingustic ontology provides the detailed
coverage of single words, expressions and senses
of contemporary written Russian (mainly, news
articles, laws and official documents). The quali-
ty of descriptions originates from several
sources.

First, since 1996 RuThes was used in various
projects with governmental bodies and commer-
cial organizations (in such applications as con-
ceptual indexing in information-retrieval sys-
tems, knowledge-based text categorization, au-
tomatic summarization of single and multiple
documents, question-answering etc.) and every
project gave us the possibility to improve de-
scriptions of lexical senses, to reveal useful ex-
pressions.

Second, 200 thousand words in a dictionary
form (so called lemmas) ordered in decreasing
frequency were extracted from the document fre-

quency list of information-retrieval system
RUSSIA  (www.uisrussia.msu.ru/), in
which contemporary Russian legal documents
and newspaper materials are stored (2 million
documents). The contemporary usage of these
lemmas (distinct from proper names) was
checked out during ten years of work mainly in
news collections of online news services.

In combination with other techniques we ap-
plied RuThes in tasks of Russian Information
Retrieval Evaluation Seminar (ROMIP) (Dobrov
et al., 2004). So in 2007 we tested our know-
ledge-based text categorization system in
ROMIP text categorization evaluation (Ageev et
al., 2008a). The task was to automatically classi-
fy documents of 1.5 mln. webpages using 247
categories (Russian part of DMOZ categories
www.dmoz.org). The training collection in-
cluded 300 thousand documents with DMOZ
category labels.

For every category, we created a Boolean ex-
pression over a relative small number of “sup-
porting” concepts of the thesaurus. After that
initial Boolean expressions were expanded on the
basis of properties of the thesaurus relations. Fi-
nal Boolean expressions usually include much
more disjunctive and conjunctive components,
sometimes in hundreds times more. Thus, these
expanded Boolean descriptions of categories
were used in automatic categorization of docu-
ments.

For example, Music category was described
with single concept MUSICAL ARTy, where Y
means full expansion to lower levels of the hie-
rarchy including hyponyms, parts and dependent
concepts. So the full Boolean expression for this
category looks like a disjunction of more than
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400 concepts: ADAGIO v ACCORDION
V...V ORCHESTRA v ...).

The aim of our experiment was to obtain the
best results of text categorization by minimal
human efforts. The given system of 247 catego-
ries was described during eight hours by two
knowledge engineers (overall time) (Ageev et al.
2008a). Fig. 1 demonstrates the performance of
the created categorization system (thescateg) in
comparison to machine learning approaches
(SVM-based runs).

It is possible to see that the results of the
knowledge-based system are considerably better.
In our opinion, the achievement of such results is
due to large volumes of knowledge described in
RuThes and its consistent representation. Be-
sides, in this evaluation machine learning ap-
proaches should process a highly inconsistent
training collection because DMOZ manual labels
were provided for the whole websites, but the
contents of specific pages from these sites could
be quite different from title pages.

In fact, more than twenty knowledge-based
text categorization systems were implemented on
the RuThes basis.

At last, Socio-political thesaurus (see section
3.1) is used as a search and visualization tool in
several information-retrieval systems. Also in
experiments the usefullness of Socio-political
thesaurus for processing of long information-
retrieval queries and as a basis for text clustering
was proved (Ageev et al., 2008b; Dobrov and
Pavlov, 2010).

5 Publication of RuThes

At present, RuThes thesaurus is partially in-
volved in several commercial projects with other
organizations and therefore it cannot be pub-
lished as a whole. But the interest in a large the-
saurus of Russian language is considerably grow-
ing therefore we decided to publish RuThes par-
tially.

The first publicly available version of RuThes
(RuThes-lite) contains around 50 thousand
words and expressions and is available from
http://www. labinform.ru/ruthes/index
.htm. The next version including 100 thousand
text entries will be published in the beginning of
2014. We distribute RuThes-lite as free for non-
commercial use (Attribution-NonCommercial-
ShareAlike 3.0 Unported license).

6 Conclusion

In this paper we presented RuThes linguistic on-
tology. This resource has been developed for a
long time (more than fifteen years) and was used
as a resource in various applications of NLP and
information retrieval such as conceptual index-
ing, semantic search, query expansion, automatic
text categorization and clustering, automatic
summarization of a single document and multiple
documents.

Now we decided to provide public access to
RuThes and in this paper we described its struc-
ture and current state. We hope that this resource,
having the broad and detailed lexical and termi-
nological coverage of contemporary Russian
news articles and official documents, will facili-
tate development of NLP techniques and re-
search for Russian language.
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Abstract

We present a reinterpretation of lexi-
cal information embedded in the English
WordNet in an alternate type of structure
called lexical system. First, we charac-
terize lexical systems as graphs of lexical
units (word senses) connected mainly by
Meaning-Text lexical function relations,
then introduce a hand-built lexical sys-
tem: the French Lexical Network or fr-
LN, a lexical resource that implements
a new lexicography of virtual dictionar-
ies. We later explain how a correspond-
ing en-LN has been generated from the
English WordNet. Finally, we propose a
topological contrastive analysis of the two
graphs showing that both structures can be
characterized as being Hierarchical Small
World Networks.

1 Introduction

1.1 Context: the French Lexical Network

The RELIEF project (Lux-Pogodalla and Pol-
guere, 2011) is the first stage of a long-term
lexicographic enterprise that aims at developing
a broad-coverage French lexical resource: the
French Lexical Network, hereafter fr-LN. This re-
source possesses two main characteristics.

Firstly, it is the product of actual lexicographic
work but does not involve the writing of dictionary
articles. Rather, textual dictionary-like descrip-
tions can be automatically generated from linguis-
tic information contained in the fr-LN, which can
thus be considered as having embedded in it vir-
tual dictionaries. For comparable approaches to
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the design of lexical resources, see for instance
Atkins (1996) and Spohr (2012).

Secondly, it possesses a very specific type of
graph structure called lexical system, conceptu-
alized in Polguere (2009). While WordNets are
before of all graphs of synsets, lexical systems
are graphs of specific word senses—i.e. lexical
units, in our terminology—, connected by a rich
set of lexical relations based on Meaning-Text lex-
ical functions (Mel’Cuk, 1996; Mel’Cuk, 2006).
For instance, below is a typical synset relation
taken from WordNet:

{army#1, regular army#l,ground forces#l}
member meronym {corps#l, army corps#l}
whereas only lexical function relations holding be-
tween specific word senses such as:

ARMY 1 Sﬂ CORPS 1

exist in a lexical system.!

In addition, each piece of information in a lexi-
cal system (mainly, lexical nodes and lexical func-
tion arcs connecting nodes) is supplied with a trust
value, that is a measure of the validity of lex-
ical information. For instance, information di-
rectly entered by lexicographers receive high or,
even, maximal trust values, while information
automatically generated by analogy-based algo-
rithms should receive a low trust value. This al-
lows for the implementation of “fuzzy” reasoning
on lexical information.

At the time of writing, the fr-LN’s wordlist con-
tains 14,311 vocable entries—the term vocable
designates a (potentially) polysemic word—, and
20,791 lexical units—actual word senses. Com-
plete statistical data on the fr-LN are provided in

'Sing is the singulative lexical function.



section 3, including data on lexical function rela-
tions that weave the lexical network. Notice that
these relations are not the only lexical connections
encoded in the fr-LN. Each idiom, i.e. phrasal
lexical unit, is connected to the lexemes it for-
mally contains. For instance, the noun POMME
DE TERRE ‘potato’ is connected to the correspond-
ing lexemes POMME ‘apple’, DE ‘of’ and TERRE
‘soil’, via the description of its internal syntactic
structure. Additionally, we have just started to en-
code copolysemy links: i.e. metonymy, metaphor,
etc. links that connect senses belonging to the
same vocable and form its polysemic structure.

1.2 Going English

The goal of this paper is to present an experi-
ment that we have conducted in order to automat-
ically generate an English Lexical Network, here-
after en-LN, from the English WordNet. Such task
presents some similarity with previous attempts at
compiling WordNet into specific data structures—
see for instance Graves & Gutierrez (2005) and
Huang & Zhou (2007). However, in our case, we
“transmute” WordNet data into an informational
content that is fundamentally different in nature.

One consequence is that information embedded
in WordNet that is “deeper” (more conceptual)
than strict linguistic knowledge is lost. This loss
of information is compensated by a very impor-
tant gain: a data structure that allows us to perform
lexicographic work on the English lexicon using
exactly the same advanced lexicographic tools we
are using in our fr-LN project (Gader et al., 2012).
In other words, we can perform a lexicographic
“graph weaving” activity on both French and En-
glish networks (cf. section 4).

The remainder of the paper is organized as fol-
lows. Section 2 describes how the task of compil-
ing the English WordNet into an en-LN has been
performed. Section 3 presents a contrastive topo-
logical analysis of the graph structure of both net-
works. Section 4 concludes on the practical inter-
est of our experiment.

2  From WordNets to lexical systems

2.1 General characterization of the task

The extraction of an English lexical system out of
WordNet’s data is a process of bridging the gap be-
tween two non-equivalent information structures.
The structure of lexical systems has been intro-
duced in section 1.1. The structure of WordNet
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is well-known (Kamps, 2002) and a presentation
in the present context would be overkill. It is
however useful to summarize the main formal dif-
ferences that exist between our source and target
structures, i.e. to recapitulate our “one lexicon,
two structures” problematics: see Table 1 below.

English WordNet

en-LN

Synsets as structural units
of description

Lexical units as structural
units of description

Global partition based on
parts of speech (N, V, Adj,

No part of speech parti-
tion

Adv)

Top-down hierarchical or-
ganization

Chiefly based on the
hyper-/hyponymy relation
between synsets

Multidimensional organi-
zation

Based on a set of lexi-
cal function relations be-
tween lexical units

Table 1: One lexicon, two structures.

Computationally, our source dataset was the
ANSI Prolog version of Princeton WordNet 3.0.

This Prolog version of WordNet is made up of
21 files, each containing a Prolog database that is
a set of Prolog “fact” clauses for a given predicate.
For instance, the wn_s.p1l file contains 212,558
clauses for the s/ 6 Prolog predicate (the 6-place
s(ense) predicate), each clause encoding the de-
scription of one WordNet sense. The structure of
the s/ 6 predicate is described as follows in the
prologdb.5.pdf documentation file:

s(synset_id,w_num, word’,
ss_type,sense_number,tag_count).

For example, the following Prolog clause:

s (107544351, 14,
"infatuation’,n,2,0).

asserts that there exists a WordNet nominal sense
infatuation#2, that is the fourth sense in the
synset whose id is 107544351 and that was not
semantically tagged in WordNet’s Semantic Con-
cordances (Miller et al., 1993).

Out of the 21 Prolog files, 18 have been iden-
tified as containing information that could indeed
be translated into lexical system data.> Such data
belong to three main categories: (i) lexical entities
(mainly, lexical units and vocables), (ii) individual
properties of lexical units (parts of speech, seman-
tic gloses, etc.) and (iii) lexical function relations
between lexical units.

’The three unused files are: wn_cls.pl (class rela-
tions between synsets), wn_sa . pl (rather heterogeneous re-
lations between verbal or adjectival senses) and wn_vgp.pl
(similarity relations between verbal synsets).



Next section explains how this information has
been generated from WordNet’s Prolog files.

2.2 Generation of lexical data

For lack of space, we cannot account for all as-
pects of the compilation process. We focus on
the insertion of pieces of information into the en-
LN that are central to the characterization of this
database as a lexical system.

2.2.1 Lexical entities

As shown earlier in Table 1 (section 2.1, above),
there are no lexical entities corresponding to
synsets in a lexical system. The nodes of such lex-
ical networks are mainly lexical units, i.e. words
taken in a well-specified meaning.

Our first task was to compile the en-LN’s
wordlist, i.e. the set of all its lexical units, grouped
under poly- or monosemic vocables. In order to
do so, we implemented the three following opera-
tions, using information from the wn_s.p1l sense
file (presented in 2.1 above).

Operation 1 We had to perform a preliminary
clean-up of Prolog data, as we found a significant
number (5,580) of duplicated clauses in the s/6
predicate database.’

Operation 2 We then created one vocable (new
entry in the en-LN wordlist) for each distinct pair:

( word form, synset grammatical type ).

If there were two vocables with identical form
but different synset grammatical types, we added
the appropriate subscript to vocable names. For
instance, from the two pairs:

("package’,n)and ( 'package’, v ),

we generated two distinct vocables: PACKAGEy
and PACKAGEy.

Operation 3 For each sense in the s/6 Pro-
log database, we created one lexical unit and con-
nected it to the corresponding vocable—based on
the ( word form, synset grammatical type ) pair
found in the Prolog clause for the WordNet sense.

e If only one lexical unit was attached to

a given vocable, its WordNet sense num-

ber* was ignored—e.g., we generated the

BACKGAMMON lexical unit in the corre-
sponding monosemic vocable.

3We actually discovered other errors in the Prolog files

(mainly, but not only duplicates) that we had to circumvent

in order to avoid the generation of inconsistent data in the

resulting en-LN. The list of errors can be provided on request.
“WordNet sense number is necessarily 1 in such cases.

165

e If several lexical units were attached to a vo-
cable, each one received the number of the
corresponding WordNet sense—e.g., we gen-
erated two lexical units, GEEK 1 and GEEK 2,
in the GEEK polysemic vocable.

The process of lexical entity generation re-
sulted in a huge fully disconnected graph (a cloud
of nodes without connecting arcs) comprising
206,976 lexical units—nodes in the graph— asso-
ciated to 156,584 vocables,” which gives a poly-
semy rate of around 1.322.

To conclude on the topic of the generation of
lexical entities, it is important to recall that not all
WordNet senses are indeed lexical units. There is
a very significant quantity of phrasal entities® in
WordNet’s synsets, and only a small proportion of
those phrases are actual idioms, i.e. lexical units
(Osherson and Fellbaum, 2010). The automatic
processing of WordNet data cannot separate true
idioms from compositional phrases, and a manual
post-processing of the en-LN will be necessary in
order to validate the en-LN wordlist.

Important remark Our data structure allows us
to specify a probability—understood as a measure
of trust value—for each piece of lexicographic in-
formation entered into the en-LN (cf. properties of
lexical systems, section 1.1 above). We have de-
cided that information that is automatically gener-
ated will receive a 0.5 probably. This is true for
the validity of vocables and lexical units, but also
for lexical links and individual properties of lex-
ical units that we have computed from WordNet.
This strategy boils down to considering the current
en-LN as being a “hypothesized lexical database.”

2.2.2 Individual properties of lexical units

Five different types of individual properties have
been assigned to lexical units in the en-LN: so-
called WordNet “sense keys,” parts of speech, syn-
tactic features, semantic glosses and syntactic gov-
ernment patterns (subcategorization frames).

WordNet sense keys We found it essential to
encode in the en-LN the correspondence between
lexical units and WordNet senses, using WordNet

3Cf. section 1.1 above: vocables are considered as more
abstract lexical entities and are not counted as actual nodes of
the lexical graph.

®Phrasal senses are called collocations in WordNet termi-
nology. This is a different notion from that of collocation
understood as semi-phraseological expression—e.g. support
verb constructions such as take a nap (Benson, 1989).



IDs called sense keys. These IDs were extracted
from the wn_sk.pl Prolog file and encoded as
WordNet source features in the Grammatical Char-
acteristics zone of the en-LN lexicographic arti-
cles. For instance, the lexeme INFATUATION 2
has received the value ‘infatuation%1:12:02::” as
WordNet source feature.

Semantic glosses In WordNet, semantic glosses
are associated to synsets and not to individual
senses. ( Synset, gloss ) pairs were extracted
from the wn_g.pl file and the en-LN article of
each member of a given synset received the same
gloss attribute. Computationally, glosses are sim-
ply stored as strings of characters in the Definition
lexicographic zone, more precisely in its Com-
ments section.

Parts of speech (POS) WordNet ‘synset types’
have been retrieved from the wn_s.pl Prolog
file and encoded as Part of speech features in
the Grammatical Characteristics zone. The corre-
spondence between WordNet synset type codes—
SType—and en-LN’s parts of speech—POS—is